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Abstract

These notes follow MATH 6111—Abstract Algebra 1 in the second half of the Fall 2023
semester at The Ohio State University, and mostly follow lectures by Professor Stefan
Patrikis (MWF) and recitation sessions (TR) by Dr. Ariel Weiss. These notes cover
rings, ideals,w zerodivisors, domains, monoid rings and group rings, ideals and subrings,
quotient rings, ring homomorphisms, the correspondence theorem, and polynomial rings.
We will then explore modules over rings, direct sums, and exact sequences. This is
followed by a study of ideals in commutative rings that includes the Chinese remainder
theorem, prime and maximal ideals, and the prime avoidance theorem. Next, we will
study local rings and their spectra, localizations, modules of fractions, and detecting
exactness with localization. We then examine finiteness conditions on modules, namely
by studying Noetherian and Artinian rings and modules, primary decompositions. This
leads us to factorization in rings, UFDs, and irreducibility in polynomials. Finally,
we will discuss the structure of modules over PIDs with applications in linear and
multilinear algebra.
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1 Rings and Ideals

1.1 Rings, Units, and Examples

Definition 1.1.

A ring is a set R equipped with two binary operations `, ¨ : R Ñ R such that

(1) pR,`q is an abelian group,

(2) pR, ¨q is a monoid, and

(3) For all x, y, z P R, x ¨ py ` zq “ x ¨ y ` x ¨ z, and px ` yq ¨ z “ x, z ` y ¨ z.

Unless the context suggests otherwise, we usually write 0 for the identity of pR,`q and 1
for the identity of pR, ¨q. We also tend to write xy to mean x ¨ y.

Notation 1.2. • We allow 0 “ 1, in which case R is called a (the) zero ring; such a ring
R is unique, since any x P R has x “ x ¨ 1 “ x ¨ 0 “ 0, forcing R “ 0; conversely, if a
ring R has 0 “ 1, then x ¨ 0 “ x ¨ p0 ` 0q “ x ¨ 0 ` x ¨ 0, and by adding ´px ¨ 0q to be
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Greyson C. Wesley 1.1: Rings, Units, and Examples

both sides we obtain x ¨ 0 “ 0, and hence 0 “ 1 in R.

• We do not in general require multiplication to be commutative, although we will
mostly discuss this case. When multiplication in the ring is commutative, we call it a
commutative ring. #

Definition 1.3.

Let R be a ring.

• A unit of R is an element u P R such that there exist elements v, w P R satisfying

u ¨ v “ 1 “ w ¨ u.

(This forces v “ w because w ¨ 1 “ w ¨ pu ¨ vq, so w “ pw ¨ uq ¨ v “ 1 ¨ v “ v.) We
denote by Rˆ the set of units of R. We call any element v P R such that u ¨ v a
right-inverse of x, and we call any element w P R such that w ¨ u a left-inverse of
x. If R is noncommutative, there can exist elements x P R with right inverses but
without left inverses, and vice-versa.

• A nonzero ring R such that R∖ t0u “ Rˆ is called a division ring.

• A commutative division ring is called a field.

We will leave the ring operations implicit as ‘`’ and ‘¨’.

Example 1.4. • Z is a ring with Zˆ “ t˘1u.

• Q is a field.

• MnpCq, the set of all n-by-n matrices with entries in C, is a ring under the usual
matrix multiplication and addition. Likewise, MnpRq is a ring for any (not necessarily
commutative) ring R. One can check that associativity of matrix multiplication is
inherited from associativity of the ring R. This is one of the most important examples
of noncommutative rings. {{

Example 1.5. Let H be the quaternions, which is defined as follows. Start with a 4-
dimensional real vector space with ordered basis p1, i, j, kq. Then

H “ 1RˆiRˆjRˆjR.
Endow H with the associative, but not commutative multiplication determined by

• 1R – R is central in H. For all z P R, x P H, zh “ xz,

• ij “ k, ji “ ´k, i2 “ j2 “ k2 “ ´1.

Thus, the underlying abelian group of bH, that is, t˘1,˘i,˘j,˘ku under addition, is
isomorphic to the quaternion group Q8 we have already seen. {{

Proposition 1.6.

H is a division ring.

The proof of Proposition 1.6 can be found here.
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Greyson C. Wesley 1.2: Zerodivisors, Integral Domains, and Examples

Example 1.7. For any set S and ring R, the set

RS – MappS,Rq “ tset functions f : S Ñ Ru

is a ring under “pointwise” operations, by which we mean for all f, g P MappS,Rq,

• pf ` gqpxq “ fpxq ` gpxq for all x P S, and

• pf ¨ gqpxq “ fpxq ¨ gpxq for all x P S. {{

Example 1.8. Let A be an abelian group. Define the endomorphism ring of A by

EndGrppAq – HomGrppA,Aq.

Then EndGrppAq a ring with operations

• pf ` gqpxq “ fpxq ` gpxq for all x P A, and

• pf ¨ gqpxq “ fpgpxqq. {{

1.2 Zerodivisors, Integral Domains, and Examples

Definition 1.9.

An element a in a ring R is a zerodivisor if a ‰ 0 and there exists b P R∖ t0u such that
a ¨ b “ 0.

Definition 1.10.

A nonzero commutative ring with no zerodivisors is called an integral domain. In other
words, an integral domain is a nonzero commutative ring such that the product of nonzero
elements is nonzero.

Integral domains are named as such because they have the most important properties of the
integers (which consequently give division with remainder, and more)

Example 1.11. We have been using pZ{nZqˆ to be the group of integers coprime to n, and
the notation pZ{nZqˆ is because this subgroup is precisely the group of units of Z{nZ. This
is made precise by the following lemma. {{

Proposition 1.12.

The ring Z{nZ is an integral domain if and only if n is prime.

The proof of Proposition 1.12 can be found here.

Exercise 1.13.

Zr
?
ns “ ta ` b

?
n | a, b P Zu, where n is any integer that is not a perfect square. This is

an integral domain. Its set of units depends on n.

Example 1.14. MnpCq is a noncommutative ring, so it cannot be an integral domain. But
we can say that pMnpCqqˆ “ GLnpCq. {{
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Greyson C. Wesley 1.3: Monoid Rings, Group Rings, and Examples

Example 1.15. Consider the collection of continuous functions on r0, 1s, denoted Cr0, 1s.
Its additive identity element is the constant function 0, its multiplicative identity element
is the constant function 1, and for all x, y P r0, 1s we have pf ` gqpxq “ fpxq ` fpyq and
pf ¨ gqpxq “ fpxq ¨ gpxq. Now f´1pxqfpxq “ 1 for all x, f´1pxq “ 1{fpxq, and we see

Cr0, 1s
ˆ

“ tcontinuous f : r0, 1s Ñ Rˆ
u.

But Cr0, 1s is not an integral domain, because the product of the nonzero functions that are
nonzero (that is, that are supported) on disjoint parts of r0, 1s multiply to 0. {{

1.3 Monoid Rings, Group Rings, and Examples

Given everything we know about groups, we can construct a very rich plethora of rings with
the following construction.

Definition 1.16.

Let S be a monoid and let R be a ring. Define the monoid ring RrSs by the collection

RrSs –
à

sPS
R –

!

ÿ

sPS
asrss

ˇ

ˇ

ˇ

asPR for all sPS and as“0 for all but finitely many s
)

(where rss is a formal symbola indexed by elements s P S), with addition defined by
ÿ

sPS
asrss `

ÿ

sPS
bsrss –

ÿ

sPS
pas ` bsqrss,

and multiplication defined by
´

ÿ

sPS
as ¨ rss

¯

¨

´

ÿ

tPS
bt ¨ rts

¯

–
ÿ

wPS

´

ÿ

s¨t“w in S
asbt

¯

¨ rws.

The multiplicative identity of RrGs is 1r1s “ 1Rr1Ss, which we will simply write as 1 in
RrGs. In the special case the monoid S is a group G, we call RrGs a group ring.

aWe are writing rss instead of s to avoid confusion, since it is possible that elements of R and elements
of S are denoted similarly.

Thus the elements of a monoid ring RrSs are formal finite linear combinations of elements of
the monoid G, whose coefficients are elements of R. One can check that if S is a monoid and
R is any ring, then the monoid ring RrSs is indeed a ring.

Note 1.17. If R is a ring and G is a group, an equivalent definition of the corresponding
group ring is that RrGs is the set of functions f : G Ñ R with finite support. One can show
the equivalence of these definitions by showing such functions f are determined by tfpgqugPG,
which is an element of

À

gPGRrGs “
ř

gPG fpgq ¨ rgs, and the reverse inclusion is similar. {{

Example 1.18. Let R “ Z and G “ D8 “ xρ, τ | ρ4, τ 2, ρτρτy. Let us do a sample calculation
in RrGs “ ZrD8s. Consider the elements a “ 2rρs ` 2rτ s, b “ rρ2s ´ rτρs P RrGs. Then

ab “ p2rρs ` 2φrτ sq ¨ prρ2s ´ rτρsq “ 2rρ3s ´ 2rρτρs ` 2rτρ2s ´ 2rτ 2ρs

“ 2rρ3s ´ 2rτ s ` 2rτρ2s ´ 2rρs.

On the other hand,

ba “ prρ2s ´ rτρsq ¨ p2rρs ` 2rτ sq “ 2rρ3s ` 2rρ2τ s ´ 2rτρ2s ´ 2rτρτ s
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Greyson C. Wesley 1.4: Ideals and Subrings

“ 2rρ3s ` 2rτρ2s ´ 2rτρ2s ´ 2rρ3s “ 0.

Thus ab ‰ 0 but ba “ 0, which demonstrates how bizarre noncommutative rings can be. {{

Example 1.19. Consider R “ C, and let G “ Cn, say with G “ xxy. The following is a
sample computation in the ring CrCns:

p1
“r1Cn s

´rxsqp1 ` rxs ` rx2s ` ¨ ¨ ¨ ` rxn´1
sq “ 1 ´ xn “ 0,

since where G “ Cn, xn “ 1G, so rxns “ 1 in CrCns. In particular, note that 1 ´ rxs P CrCns

is a zerodivisor. {{

Exercise 1.20.

Show that if R is a commutative ring and G is a group, then RrGs is commutative if
and only if G is commutative (abelian). In this way we obtain an extremely rich class of
noncommutative rings.

Example 1.21. Consider RrGs, where R “ R, G “ Q8 “ t˘1,˘i,˘j,˘ku. Consider the
elements a “ πris ` erjs `

?
2r´ks and b “ r1s ` r´1sp‰ r1s ´ r1s!q. The computation of ab

and ba is left as a straightforward exercise.

Note that RrQ8s looks a lot like H, which we recall is H “ R ‘ Ri ‘ Rj ‘ Rk. But in H we
have 1 ` ´1 “ 0, whereas this is not true in RrQ8s. {{

Theorem 1.22: Universal Mapping Property of Group Rings.

If R and A are commutative rings, φ : R Ñ A is a ring homomorphism, and α : G Ñ Aˆ

is a group homomorphism, then there exists a unique ring homomorphism φα : RrGs Ñ A
such that both diagrams

R A G Aˆ

RrGs RrGsˆ

α

g
ÞÑ

1 ¨ rgs

r
ÞÑ
r ¨ r1s

φα

φ

and

commute.

The proof of Theorem 1.22 can be found here.

1.4 Ideals and Subrings
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Greyson C. Wesley 1.4: Ideals and Subrings

Definition 1.23.

Let R be a ring. A subset I Ă R is

• a left ideal if pI,`q is a subgroup of pR,`q and for all r P R, x P I, r ¨ x P I,

• a right ideal if pI,`q is a subgroup of pR,`q and for all r P R, x P I, x ¨ r P I, and

• a (two-sided) ideal if I is both a left and right ideal.

Exercise 1.24.

For commutative rings, the notions of left ideals, right ideals, and two-sided ideals all
coincide.

Definition 1.25.

Let X be any subset of R. The (two-sided) ideal generated by X, denoted pXq, is
defined as smallest ideal of R containing X, that is,

pXq –
č

ideals J of R
containing X

J.

We define the left (resp. right) ideal generated by X using the same definition,
except with the intersection indexing over all left (resp. right) ideals of R containing X.

Exercise 1.26.

Show that

pXq “

!

ÿn

i“1
rixir

1
i

ˇ

ˇ

ˇ
n P Zě0 and xi P X, ri, r

1
i P R for all i P t1, . . . , nu

)

.

Show that the left (resp. right) ideal generated by X is given by the same formula, except
with the “r1

i” (resp. the “ri”) omitted.

Notation 1.27. If X “ tx1, . . . , xnu Ă R, we will simply write

pXq “ px1, . . . xnq.

In particular, if X “ tau is a singleton, we write X “ paq; such an ideal is called a principal
ideal.

When R is commutative, to say ideal I “ paq is principal means I “ Ra “ aR “ tr ¨a | r P Ru.
(We cannot write principal ideals like this in the general case with noncommutative rings.) #

Definition 1.28.

A subset R1 Ă R is a subring if it is a subgroup of pR,`q, contains 1, and is closed under
multiplication (that is, a submonoid under ‘¨’).

Example 1.29. (1) nZ Ă Z for n P Z is an ideal (and is principal).

(2) Let k be a field. The only ideals of k are p0q and k.

(3) R “ Zr
?

´5s – ta ` b
?

´5 | a, b P Zu is a subring of C. Consider the ideal I “
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Greyson C. Wesley 1.6: Quotient Rings and Ring Homomorphisms

p2, 1 `
?

´5q of R. (That is, I “ t2x ` p1 `
?

´5qy | x, y P Ru). The ideal I is not
principal.

(3) For a noncommutative example, consider R “ MnpCq, and let I be the left ideal

R ¨

¨

˚

˚

˚

˝

1 0 0

0 0

0 0 0

˛

‹

‹

‹

‚

–E1,1

“ tA ¨ E1,1 | A P MnpCqu “

$

’

’

’

&

’

’

’

%

¨

˚

˚

˚

˝

a1 0 0
a2 0

an 0 0

˛

‹

‹

‹

‚

,

/

/

/

.

/

/

/

-

Then one can show that I is not a right ideal. It turns out that MnpCq has no nonzero
proper (two-sided) ideals. We call any ring R with this property simple ring, so this is
to say MnpCq is a simple ring. More generally, we will show in Exercise 7.4 that for any
(possibly noncommutative) division ring D, MnpDq is a simple ring. {{

1.5 Operations on Ideals

There are several ways to construct new ideals from ideals of a commutative ring.

Theorem 1.30.

(i) Let R be a ring and let I and J be ideals of R. Then the following are ideals of R.
– I X J .

– I ` J – tx ` y | x P I, y P Ju.

– IJ – I ¨ J – t
řn
i“1 xiyi | n P Zě0, xi P I, yi P J for all i P t1, . . . , nuu.

(ii) In general, we have

I ¨ J Ă I X J Ă I, J Ă I ` J,

and there exist examples where any of these inclusions are strict.

The proof of Theorem 1.30 can be found here.

Exercise 1.31.

If A is a commutative ring and a, b P A, then pa, bq “ paq ` pbq and pabq “ paqpbq.

1.6 Quotient Rings and Ring Homomorphisms

The significance of ideals in ring theory mirrors that of normal subgroups in group theory: we
can quotient our ring by them, and ideals are kernels of ring homomorphisms (to be defined
soon).
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Greyson C. Wesley 1.6: Quotient Rings and Ring Homomorphisms

Theorem 1.32: Construction of Quotient Rings.

Let R be any ring and let I be a (two-sided) ideal. We define the quotient ring R{I by
letting pR{I,`q be the additive group quotient, and we define multiplication in R{I by

¨ : R{IˆR{I ÝÑ R{i,

pa ` Iq ¨ pb ` Iq ÞÝÑ ab ` I.

Then R{I is indeed a ring under ` and ¨.

The proof of Theorem 1.32 can be found here.

Example 1.33. If R “ Z and I “ nZ for some n P Z, then R{I “ Z{nZ. {{

Definition 1.34.

Let A and B be any rings. A ring homomorphism φ : A Ñ B is a set map such that

(1) φ is a group homomorphism as a map pA,`q Ñ pB,`q that is, φpx`yq “ φpxq`φpyq

for all x, y P A (which we recall implies φp0q “ 0), and

(2) φ is a monoid homomorphism as a map pA, ¨q Ñ pB, ¨q, that is, for all x, y P A,
φpx ¨ yq “ φpxq ¨ φpyq and pp1q “ 1.

A ring homomorphism φ : A Ñ B is a ring isomorphism if there exists a ring homomor-
phism ψ : B Ñ A such that φ ˝ ψ “ idB and ψ ˝ φ “ idA.

Example 1.35. Let R be a ring, I an ideal of R. Then the surjective map π : R ↠ R{I
given by x ÞÑ x ` I is a ring homomorphism. {{

Note 1.36. (1) Just like for groups, a ring homomorphism is a ring isomorphism if and
only if it is bijective.

(2) For all ring homomorphisms φ : A Ñ B, kerφ – tx P A | φpxq “ 0u is indeed an ideal of
A. On the other hand, imφ “ tφpxq | x P Xu is only a subring of B, but not necessarily
an ideal. {{

Example 1.37. R “ ZˆZ, pa, bq ` pc, dq “ pa` c, b` dq, pa, bqpc, dq “ pac, bdq, p1, 0qp0, 1q “

p0, 0q. Consider the ideal I “ p2q “ t2pa, bq | a, b P Zu. Then R{I – Z{2ZˆZ{2Z. {{

Example 1.38. Consider R “ Zris “ ta ` bi | a, b P Zu. We call R the Gaussian integers.
We can think of the Gaussian integers as the integer lattice in the complex plane. Then
I “ p2q “ t2a ` 2bi | a, b P Zu, which we can think of as the bottom-left corner of 2-by-2
squares with vertices at points whose coordinates are integers, and when these tile the complex
plane, the points of the ideal is all the bottom-left points of the squares in the tiling. Then

R{I “ t0 ` I, 1 ` I, i ` I, 1 ` i ` Iu.
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ˆ 0 1 i 1 ` i
0 0 0 0 0
1 0 1 i i ` 1
i 0 i 1 i ` 1

1 ` i 0 1 ` i i ` 1 0

Table 1: Multiplication table of R{I

In particular, this shows that R{I is not an integral domain. {{

Example 1.39. Let R “ Zrωs, where ω “ e2πi{3. Then pω3 ´ 1q “ pω ´ 1qpω2 ` ω ` 1q. The
roots of ω2`ω`1 are ω “ p´1`

?
´3q{2. Then pa`bωqpc`dωq “ ac`pad`bcqω`bdω2 “ ac´

bd`pad`bc´bdqω. Then, using the relation ω2`ω`1 “ 0, R{I “ t0`I, 1`I, ω`I, 1`ω`Iu.

ˆ 0 1 ω 1 ` ω
0 0 0 0 0
1 0 1 ω i ` ω
i 0 ω 1 ` ω 1

1 ` i 0 1 ` ω 1 ω

Table 2: Multiplication table of R{I

From the multiplication table of R{I, we see that R{I is a field, and this field is denoted
F4. {{

Example 1.40. Is there an ideal I such that p2q Ă I Ă Zris? Consider I “ p2, 1 ` iq. Then
I “ t2pa ` biq ` p1 ` iqpc ` diqu “ ta ` bi | a ” b pmod 2qu. Is I principal? Well, we since
p1 ` iq2 “ 2i, we can write 2 “ rp1 ` iqsrp1 ` iqp´iqs. Thus 2 P p1 ` iq, so I “ p1 ` iq. Hence
I is principal. The note that R{I – Z{2Z. {{

Example 1.41. Again R “ Zrωs where ω is as above, and let I “ p2q. Is there an ideal J
such that I Ă J Ă Zrωs? No. And this is not a coincidence—no such ideal exists because I
is a maximal ideal, which we will soon define. To see, this one can use a to-be-seen fact that
R{I is a field, and an ideal I of any ring R is maximal if and only if R{I is a field. {{

Example 1.42. Now consider R “ Zr
?

´5s. Then R “ ta` b
?

´5 | a, b P Zu. One can show
p2q Ă p2, 1 `

?
´5q Ă Zr

?
´5s. Is p2, 1 `

?
´5q principal? To answer this, suppose we can

write p2, 1 `
?

´5q “ pa ` b
?

´5q for some integers a and b. Then

2 “ pa ` b
?

´5qpc ` d
?

´5q.

Taking the square of the modulus of both sides, we obtain

4 “ pa2 ` 5b2qpc2 ` 5d2q.

But this forces b “ d “ 0, since otherwise one of the terms on the right-hand side exceeds 5,
and the product of two integers, one of which is 5, cannot equal 4. But then a` b

?
´5 “ ˘2,

so pa ` b
?

´5q “ ˘2pc ` d
?

´5q. But this is impossible, so p2, 1 `
?

´5q is not a principal
ideal. {{
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Example 1.43. Again consider Zr
?

´5s. Then p1 `
?

´5 Ĺ p2, 1 `
?

´5qq Ĺ p3, 1 `
?

´5q,
and

p1 `
?

´5qp1 ´
?

´5q “ 6 “ 2 ¨ 3,

so Zr
?

´5s is not what we will soon call a unique factorization domain. {{

1.7 The Correspondence Theorem and the Isomorphism Theorems

Theorem 1.44: Universal Mapping Property of Quotient Rings.

Let A,B be rings, let I Ă A be an ideal, and let φ : A Ñ B be a ring homomorphism such
that I Ă kerφ. Then there exists a unique ring homomorphism φ such that the diagram

A B

A{I

π

φ

φ

commutes, where π : A Ñ A{I is the natural quotient map. In the case I “ kerφ, then φ
is a ring isomorphism A{ kerφ

–
ÝÑ imφ.

The proof of Theorem 1.44 can be found here.

We also have analogs of similar results we proved for groups, and one of the most important
is the correspondence theorem:

Theorem 1.45: Correspondence Theorem.

Let I be an ideal of a ring A. Then, where π : A Ñ A{I is the natural quotient map, there
exists a bijection

␣

ideals J of A
containing I

(

ÐÑ

!

ideals J
of A{I

)

,

J ÞÝÑ πpJq — J{I,

π´1
pJq ÞÝÑJ.

The proof of Theorem 1.45 can be found here.

Theorem 1.46: Second Isomorphism Theorem.

For all ideals J containing I, there exists a ring isomorphism
A{I

J{I
–

ÝÑ A{J.

The proof of Theorem 1.46 can be found here.

Example 1.47. For any ring R, there is a unique ring homomorphism φ : Z Ñ R given by
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φp1q “ 1, so φpnq for n ą 0 is determined as

φpnq “ φp1 ` 1 ` ¨ ¨ ¨ ` 1
n copies of 1

q “ φp1q ` ¨ ¨ ¨ ` φp1q “ 1 ` ¨ ¨ ¨ ` 1,

and for n ă 0, φpnq “ ´φp´nq. Note kerφ is an ideal of Z, and every such has the form
nZ for some n P Z. Thus for kerφ “ nZ, we get a canonical isomorphism of Z{nZ onto a
subring of R (Z{nZ ãÑ R). The integer n, which we may assume to be nonnegative, is called
the characteristic of R. In particular, if R has no zerodivisors, then n can only be 0 or a
prime number. We say, for example, Q has characteristic 0. {{

Exercise 1.48.

Show that a ring R has characteristic 0 if the canonical map Z Ñ R sending 1 ÞÑ 1 is
injective.

1.8 Algebras and Polynomial Rings

Definition 1.49.

If R is any (possibly noncommutative) ring, an R-algebra is a (possibly noncommutative)
ring S equipped with a ring homomorphism φ : R Ñ S such that φpRq Ă S, where ZpSq

denotes the center of S, that is, the collection of all elements x P S such that xy “ yx for
all y P S. We call S finitely generated (as an R-algebra) if there exist s1, . . . , sn P S
such that B “ φpRqrs1, . . . , sns.

Note 1.50. In the common situation A is a commutative ring and B is a finitely generated
commutative A-algebra, we obtain a surjective ring homomorphism sending xi to bi for each
i P t1, . . . , nu such that the diagram

Arx1, . . . , xns B

A

xi ÞÑbi

φ

commutes. {{

Note 1.51. If A is a commutative ring, then any commutative A-algebra B is an A-module.
Indeed, since we have a ring isomorphism from A to B, B is an A-module with multiplication
given by the map φ : A Ñ B (from the definition of B being an A-algebra), and defining the
ring action on B to make B an A-module by a ¨ b – φpaqb. {{

Example 1.52. Zr
?

´5s as a subring of C. In the notation of the construction above, we have
S “

␣?
´5

(

, so Zr
?

´5s is the collection of finite sums
ř

nPZě0
anp

?
´5qn for some an P Z.

Observe that since p
?

´5q2 “ ´5 P Z, we can write Zr
?

´5s as b0 ` b1
?

´5 for some
b1, b2 P Z. {{
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Definition 1.53.

If I is any set and R is any (possibly noncommutative) ring, define the polynomial
ring (over R with variables indexed by I) as the monoid ring RrM s, where M is the
commutative monoid

M “

!

taiuiPI P
à

iPI
Z
ˇ

ˇ

ˇ
ai ě 0 for all i P I

)

.

Notation 1.54. In the context of Definition 1.53, we will usually write the element taiuiPI
as

ś

iPI x
ai
i . For example, the element p1, 3, 0, 2, 0, 0, 0, 0, . . . q P M will be written as

x11x
3
2x

0
3x

2
4x

0
5x

0
6x

0
7 ¨ ¨ ¨ , or simply x1x32x24. #

Note 1.55. Formally, polynomial rings are monoid algebras. {{

Example 1.56. Applying Definition 1.53 in the case the ring R is a commutative ring A
and I is any set, then the polynomial ring with variables over R with variables indexed by I,
ArtxiuiPIs, is the collection of finite formal sums of the form

ArtxiuiPIs “

!

ÿ

i“pi1,...,ikqPIk,
d“pdi1 ,...,dik qPZk

ě0

ai,dx
di1
i1 ¨ ¨ ¨ xdikik

ˇ

ˇ

ˇ

kPZě0 and ai,dPA

for all iPIk, dPZk
ě0

)

,

and is a ring under addition of coefficients and multiplication described in Example 1.56.
In the case I “ t1, . . . , nu for n P Zě1, we will usually write ArtxuiPIs as Arx1, . . . , xns. For
example, 3x ` 1p4x ` 2q ` 1 is an element of Zrtx, y, zus. {{

Example 1.57. In the special case A is commutative and the index set I is a singleton, we
write Arxs for the ring of polynomials in variables indexed by I over A. Then by Example 1.56,
the underlying set of Arxs is

Arxs “ ta0 ` a1x ` ¨ ¨ ¨ ` anx
n

| n P Zě0 and a1, . . . , an P Au.

By Example 1.56, addition in Arxs is given by

pa0 ` a1x ` ¨ ¨ ¨ ` anx
n
q ` pb0 ` b1x ` b2x

2
` ¨ ¨ ¨ ` bmx

m
q “ pa0 ` b0q ` pa1 ` b1qx ` ¨ ¨ ¨ ` λ,

where λ “ pam ` bmqxm if m ě n and λ “ pan ` bnqxn if m ă n, and multiplication in Arxs

is given by
´

ÿm

i“0
aix

i
¯

¨

´

ÿn

j“0
bjx

j
¯

“
ÿm`n

k“0

´

ÿ

i`j“k
aibj

¯

xk,

that is, by the (unique) commutative, associative, and distributive multiplication such that
xi ¨ xj “ xi`j in Arxs. In this setting, given an element fpxq “ a0 ` a1x ` ¨ ¨ ¨ ` anx

n P Arxs

with an ‰ 0, we call n the degree of f , and denote it by degpfpxqq. We call any term of
degree 0 a constant term, terms of degree 1 linear terms, terms of degree 2 quadratic
terms, and so on, and the terms with the highest degree are called max order terms or
leading terms. {{

Example 1.58. The case n “ 2 yields the ring Rrx1, x2s, whose element are of the form

a
constant

term

` a10X1 ` a01X2

linear terms

`pa20X
2
1 ` a11X1X2 ` a02X

2
2 q

quadratic terms

` ¨ ¨ ¨ ` ¨ ¨ ¨

max order terms

. {{
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Theorem 1.59: Universal Mapping Property of Polynomial Rings.

If φ : A Ñ B is any homomorphism of commutative rings, then for any choice of α P B,
there exists a unique ring homomorphism evα : A Ñ B such that the diagram

A B

Arxs

ev α
: f

px
q ÞÑ

pφ
pf

qq
pα

qφ

commutes. More precisely, if φ : A Ñ B is a homomorphism of commutative rings, we get
a homomorphism

ArtxiuiPIs ÞÝÑ B,

f ÞÝÑ φpfq,

where φpfq is the polynomial obtained by applying φ to the coefficients of f , and for all
choices of α “ pαiqiPI P BI , the map

BrtXiuiPIs ÝÑ B,

f ÞÝÑ fpαq,

is a ring homomorphism (Our evα map in the 1-variable case was a composition of two
such maps.)

The proof of Theorem 1.59 can be found here.

Warning 1.60. Theorem 1.59 only applies to commutative rings. Indeed, if A is a non-
commutative ring R, then although the univariate polynomial ring over R makes sense by
Theorem 1.59, the evaluation homomorphism is not well-defined in general. For example,
consider A “ H, B “ H, and φ “ idH . Indeed, in Hrxs, we have xj “ jx but ij ‰ ji, so evi
is not well-defined. �

Although we will mostly consider the case |I| ă 8, the following result is an important result
that holds for arbitrary index sets I.

Theorem 1.61.

Let A be any commutative ring. Then A is isomorphic to the quotient of a polynomial
ring of the form

A –
ZrtxiuiPIs

J
,

for some indes set I and some ideal J of ZrtxiuiPIs.

The proof of Theorem 1.61 can be found here.

Note 1.62. The argument shows more than the statement: it says that if you can find a
generating set of A with n variables, then by indexing that set with a set I and using the
ring homomorphism obtained from the universal mapping property of polynomial rings, you
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can get the precise isomorphism A
–
Ñ ZrtXiuiPIs{ kerΦ. So, if you took A “ C, you would

need a lot of variables, so the cardinality of the set would be quite large. {{

2 Modules Over Rings

2.1 Definitions

Just a groups act on sets via group actions (and sometimes these objects are called G-
modules), rings act on abelian groups via scalar multiplication, sometimes called a ring
action, to form an R-module.

The theory of modules over rings is the analog of the theory of vector spaces over fields.

Definition 2.1.

Let R be any ring. A left R-module is an abelian group M equipped with a map

RˆM ÝÑ M,

pr,mq ÞÝÑ r ¨ m,

such that for all m,m1,m2 P M and all r, r1, r2 P R,

(i) r1 ¨ pr2 ¨ mq “ pr1r2q ¨ m and 1 ¨ m “ m,

(ii) pr1 ` r2q ¨ m “ r1 ¨ m ` r2 ¨ m, and

(iii) r ¨ pm1 ` m2q “ r ¨ m1 ` r ¨ m2.

Example 2.2. The set Cn of n-dimensional column vectors with entries in C is a left MnpCq-
module under matrix multiplication. The set pCnqt of n-dimensional row vectors with entries
in C is a right MnpCq-module under matrix multiplication. {{

There is nothing special about rings acting on abelian groups from the left ; we define right
modules similarly:

Definition 2.3.

Likewise, a right R-module is an abelian group N and a map

NˆR ÝÑ N,

pn, rq ÞÝÑ n ¨ r,

such that

(i) n ¨ 1 “ n for all n P N and n ¨ pr1r2q “ pn1 ¨ r1q ¨ r2 for all r1, r2 P R and all n P N ,

(ii) n1pr1 ` r2q “ n¨r1 ` n ¨ r2, and

(iii) pn1 ` n2q ¨ r “ n1 ¨ r ` n2 ¨ r for all n1, n2 P N, r P R.

Notation 2.4. It is generally clear from context when one is referring to the additive identity
of the ring R or the additive identity of the abelian group M , so we will usually denote these
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both by 0 without issue. We may also write simply rm (resp. mr) instead of r ¨ m (resp.
m ¨ r) for the left (resp. right) scalar multiple of m P M by the ring element r P R. #

Example 2.5. If R is a field k, then a left (or right) R-module is a k-vector space. {{

Example 2.6. If R is commutative, then any left R-moduleM is canonically a right R-module
by defining m ¨ r “ r ¨ m.

Indeed, for all r1, r2 P R and all m P M , our proposed definition of the right action is

m ¨ pr1r2q “ pr1r2q ¨ m “ r1 ¨ pr2 ¨ mq “ r1 ¨ pm ¨ r2q “ pm ¨ r2q ¨ r1 “ m ¨ pr2r1q,

and this must equal m ¨ pr1r2q if R is commutative, so we are done. (Note that despite this
result, this is not a valid right R-module action in general!)

Thus, for commutative rings, we typically do not distinguish between left and right R-modules,
and instead simply say “R-module”. {{

Example 2.7. Consider R “ Z. Then Z-modules and abelian groups are “the same”. More
formally, any abelian group is uniquely a Z-module (and Z-modules are abelian groups by
definition): given an abelian group A, for any n P Z and a P A, define

n ¨ a “

$

’

’

&

’

’

%

n copies of a

a ` a ` ¨ ¨ ¨ ` a if n ą 0,

0 if n “ 0,

´pp´nq ¨ aq if n ă 0.

(As an exercise, show that for any ring R and any left R-module M , we have 0 ¨m “ 0 for all
m P M and p´rq ¨ m “ ´pr ¨ mq for all r P R and m P M .) {{

Example 2.8. For any ring R, a left (resp. right) ideal is a left (resp. right) R-module under
left (resp. right) multiplication. Indeed, any additive subgroup I Ă R that is stable under
left (resp. right) R-multiplication is a left (resp. right) ideal. {{

Example 2.9. In the special case of Example 2.8 above, the For any ring R, R is both a
left and right R-module via multiplication. (And these actions commute: pr1rqr2 “ r1prr2q.)
More generally, the ring

Rn – tpa1, . . . , anq | ai P R for all 1 ď i ď nu

is a left (resp. right) R-module under r ¨ pa1, . . . , anq “ pra1, . . . , ranq (resp. pa1, . . . , anq ¨ r “

pa1r, . . . , anrq). The R-module Rn is called a free left (resp. right) R-module of rank
n. (Note this implies R ¨ N “ N because 1 P R.) {{

Definition 2.10.

Let M be a left R-module. A submodule N of M is an additive subgroup of M such
that R ¨ N Ă N (resp. such that N ¨ R Ă N). Submodules of a right R-modules are
defined similarly.
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Definition 2.11.

Let M be a left R-module and let N be a submodule of M . We define the left (resp.
right) quotient R-module M{N as the quotient of abelian groups equipped with the
left R-action given by

r ¨ pm ` Nq “ pr ¨ mq ` N for all r P R,m P M.

Exercise 2.12.

Show that Definition 2.11 indeed produces a left (resp. right) R-module.

2.2 Homomorphisms of (Left) R-Modules

Definition 2.13.

Let M,N be left R-modules. A map φ : M Ñ N left R-module homomorphism is a
group homomorphism of the underlying abelian groups such that for all r P R and m P M ,

φpr ¨ mq “ r ¨ φpmq.

We write HomRpM,Nq for the set of (left) R-module homomorphisms M Ñ N .

Note 2.14. Let R be any ring and let M,N be (left) R-modules.

• HomRpM,Nq is an abelian group under addition, that is, the operation pφ ` ψqpmq “

φpmq ` ψpmq.

• If R is commutative, then in fact HomRpM,Nq is an R-module with the operation given
for all r P R and all φ P HomRpM,Nq by

pr ¨ φqpmq “ r ¨ pφpmqq for all m P M.

This gives a homomorphism that is internal to R-modules, that is, an internal hom in
the following categorical sense. An internal hom in a category is a hom set that is
itself an object in the category. (Note: r ¨ φ is an abelian group homomorphism if R
is noncommutative. But in order to be an R-module homomorphism, we need for all
σ P R that

pr ¨ φqpsmq

–r¨φpsmq,
which equals r¨s¨φpmq

because φPHomRpM,Nq

“ s ¨ pr ¨ φqpmq

“s¨r¨φpmq

,

and r ¨ s ¨ φpmq “ s ¨ r ¨ φpmq in general only when R is commutative.) {{

Definition 2.15.

Let φ P HomRpM,Nq.

• The kernel kerφ – tm P M | φpmq “ 0u and image impφq – φpMq of φ are
R-submodules of M and N , respectively.
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• Define the cokernel of R-modules by cokerφ – N{ imφ.

• φ is an isomorphism if there exists ψ P HomRpN,Mq such that φ ˝ ψ “ idN
and ψ ˝ φ “ idM . It is necessary and sufficient for φ to be a bijective R-module
homomorphism.

Exercise 2.16.

Prove the assertions made in Definition 2.15. In addition, show that the usual isomorphism
theorems hold. (For example, show that for any φ P HomRpM,Nq, the map

M{ kerφ
–

ÝÑ imφ

m ` kerφ ÞÝÑ φpmq

is an isomorphism of R-modules.)

Example 2.17. Consider R “ Z. The Z-modules are abelian groups, and a Z-module
homomorphism is the same as an abelian group homomorphism. {{

Example 2.18. Let R be any ring and let A P Mm̂ npRq be mˆn matrices over R. Left
multiplication by A on column vectors is a map φA – A : Rn Ñ Rm given by v ÞÑ Av, and
gives a homomorphism of abelian groups. {{

Warning 2.19. Recall R (and hence Rd for all positive integers d) is naturally both a left
and a right R-module. Is φA a homomorphism of right or left R-modules? Well, for all r P R,

A ¨ pv ¨ rq “ φApv ¨ rq “ φApr ¨ vq “ A ¨ rv
not

always!
“ φApr ¨ vq “ r ¨ A ¨ v

but it does work in the reverse direction,so φA is always a right R-module but not a left
R-module in general. But if R is commutative, then the above equations always hold, so φA
is also a left R-module homomorphism. �

Example 2.20. If we consider the case R is a field k, then k-modules M and N are k-vector
spaces and HomkpM,Nq is the k-vector space of k-linear maps M Ñ N . An important case
is when N “ k, in which case HomkpM,kq is called the dual k-vector space of M , and is
often denoted M˚. {{

Example 2.21. If R “ R, M “ R2, then φ : R2 Ñ R2 given by
`

x
y

˘

ÞÝÑ
`

3 1
0 2

˘`

x
y

˘

“
`

3x`y
2y

˘

.
is an isomorphism because det

`

3 1
0 2

˘

“ 6 ‰ 0. Its inverse φ´1 : R2 Ñ R2 is given by
`

x
y

˘

ÞÝÑ
1
6

`

2 ´1
0 3

˘`

x
y

˘

“ 1
6

`

2x´y
3y

˘

. {{

Example 2.22. Let R “ Z, M “ Z2, ψ : Z2 Ñ Z2 by
`

x
y

˘

ÞÝÑ
`

3 1
0 2

˘`

x
y

˘

. Then ψ is injective,
since it is the restriction of φ to Z2, and φ is injective (and injectivity is preserved under
restrictions). But ψ is not surjective. Intuitively, this is because the inverse of φ is not always
integer-valued. More precisely, this is because

´

x1

y1

¯

P imψ if and only if
´

x1

y1

¯

“
`

3x`y
2y

˘

for
x1, y1 P Z. This gives us the numerical constraints y1 “ 2y ðñ y1 is even and x1 “ 3x ` y.
This looks tricky to unravel, but we can multiply the second equation by 2 to get 2x1 “ 6x`y1,
that is, 2x1 ´ y1 “ 6x, or written differently, 2x1 ” y1 pmod 6q (or x1 ”

y1

2
pmod 3q). This

shows something like
`

1
0

˘

is not in the image, because 2p1q ı 0 pmod 3q. {{
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Example 2.23. (Modules over Group Rings and Group Representations) Let G
be a group and k a field. We consider a module V over the group ring krGs. Here are some
properties of V :

• V is an abelian group and a module over krGs. Since krGs contains k, V is also a
k-vector space.

• The unit e of krGs satisfies e ¨ v “ v for all v P V . For all g, h P G Ă krGs, we have
pghq ¨ v “ g ¨ phvq. This implies that G acts on V , giving a group homomorphism
G Ñ SV “ AutSetpV q.

• For g P G Ă krGs and v, w P V , we have gpv ` wq “ gpvq ` gpwq. If λ P k, then
pλgq ¨ v “ g ¨ pλvq. The induced automorphism from the group action is G Ñ AutSetpV q,
sending g ÞÑ pφg : v ÞÑ gvq. This map descends to a map G Ñ GLpV q, called a group
representation of G over k.

The representation theory of groups is thus subsumed by the theory of krGs-modules. {{

2.3 Direct Sums and Direct Products of R-Modules

Definition 2.24: Direct Sums and Direct Products of R-Modules.

Let R be any ring and let I be any set. For each i P I, let Mi be a (left) R-module. Define
à

iPI
Mi “

!

tmiuiPI P
ź

iPI
Mi

ˇ

ˇ

ˇ
mi “ 0 for all but finitely many i P I

)

.

This is made into an R-module via

tmiuiPI ` tm1
iuiPI “ tmi ` m1

iuiPI and r ¨ tmiuiPI “ trmiuiPI .

We call
À

iPIMi the direct sum of the Mis. Here we note that the Cartesian product of
the underlying sets of the Mis,

ś

iPIMi, is also an R-module by the same rules, called the
direct product of the Mis.

Warning 2.25. Note that although
À

iPIMi “
ś

iPIMi when I is a finite set, this is not
true in general. �

Note 2.26. Note that for all i, j P I, we have R-module homomorphisms

Mi

À

kPIMk

ś

kPIMk Mj

m pmkqkPI , where mk “ mδjk pmkqkPI mj

αi πj

{{

Note 2.26 suggests the possibility of isomorphisms

HomR

´

à

iPI
Mi, N

¯

–
ÝÑ

ź

iPI
HomRpMi, Nq

and

HomR

´

N,
ź

iPI
Mi

¯

–
ÝÑ

ź

iPI
HomRpN,Miq.

which in turn would yield a categorical view of the direct sum and direct product. We show
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in the following theorem that such isomorphisms do, in fact, exist:

Theorem 2.27: Universal Mapping Property of Direct Sum and Direct Product
of R-Modules.

Let tMiuiPI be R-modules.

(1) For all R-modules N , we have an isomorphism of abelian groups

Φ: HomR

´

à

iPI
Mi, N

¯

–
ÝÑ

ź

iPI
HomRpMi, Nq,

φ ÞÝÑ tφ ˝ αiuiPI ,

rtmiuiPI ÞÑ
ř

iPI fipmiqs ÞÝÑtfiuiPI .

Moreover, if R is commutative, then this is an isomorphism of R-modules.

(2) For all R-modules M , we have an isomorphism

Ψ: HomR

´

M,
ź

iPI
Mi

¯

–
ÝÑ

ź

iPI
HomRpM,Miq,

φ ÞÝÑ tπi ˝ φuiPI ,

rm ÞÑ tfipmquiPIs ÞÝÑtfiuiPI .

Proof. Regarding the first isomorphism, note that since mi “ 0 for all but finitely many i P I,
fipmiq “ 0 for all but finitely many i P I. Thus the inverse map ΦppfiqiPIq makes sense. the
maps are given in the statement, so it only remains to check these work as claimed. This is
left as an exercise.

2.4 Characterization of Exact Sequences of Modules as Direct Sums

Definition 2.28.

• A sequence M f
ÝÝÑ N

g
ÝÝÑ P of R-module homomorphisms is called exact at N if

ker g “ im f .

• A sequence ¨ ¨ ¨ ÝÑ Mi
φi

ÝÝÑ Mi`1
φi`1
ÝÝÑ Mi`2 ÝÑ ¨ ¨ ¨ of R-module homomorphisms

is called a long exact sequence, or is simply called an exact sequence, if
kerφk “ imφk´1 for all k P Z.

• An exact sequence of the form ¨ ¨ ¨ ÝÑ 0 ÝÑ M
f

ÝÝÑ N
g

ÝÝÑ P ÝÑ 0 ÝÑ ¨ ¨ ¨

(with zeroes extending this sequence) is called a short exact sequence (SES) of
R-modules.

Note 2.29. Just as for groups, given a short exact sequence 0 ÝÑ M
f

ÝÝÑ N
g

ÝÝÑ P ÝÑ 0,
we must have

• f is injective,

• ker g “ im f , and
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• g is surjective. {{

Definition 2.30.

• A short exact sequence 0 ÝÑ M
f

ÝÝÑ N
g

ÝÝÑ P ÝÑ 0 is split if g has a section, that
is, if there exists an R-module homomorphism s : P Ñ N such that g ˝ s “ idP .

• A short exact sequence 0 ÝÑ M
f

ÝÝÑ N
g

ÝÝÑ P ÝÑ 0 is trivial if there exists an
isomorphism φ : N Ñ M ‘ P such that the diagram

0 M N P 0

0 M M ‘ P P 0
πPiM

f g

idM φ idP–

mÞÑpm,0q pm,pqÞÑp

commutes.

The following lemma is a useful feature of modules over rings that stands in stark contrast to
the case of groups.

Theorem 2.31.

A short exact sequence 0 ÝÑ M
f

ÝÝÑ N
g

ÝÝÑ P ÝÑ 0 of R-modules is split if and only if it
is trivial.

The proof of Theorem 2.31 can be found here.

Example 2.32. We can summarize Example 2.22 concisely with an exact sequence, namely
0 Ñ Z2 ψ

ÝÝÑ Z2 π
ÝÝÑ Z2{ imψ Ñ 0. This captures that ψ is injective, π is surjective, and

imψ “ kerπ. {{

Example 2.33. Continuing from example Example 2.32, what is Z2{ imψ? The given
short exact sequence hints that Z2{ imψ is a discrete set, as since Z2 is two-dimensional
and injectivity of ψ together imply Z2{ imψ is a “two-dimensional” object quotiented by a
“two-dimensional” object, which leaves us with a “zero-dimensional” object.

And we can say there even more: we expect Z2{ imψ to be a finite abelian group of order
det

`

3 1
0 2

˘

“ 6. Since there is only one such group, this would imply Z2{ imψ – Z{6Z –

Z{3ZˆZ{2Z.

Let us make this more precise. Define π1 : Z2 Ñ Z{3ZˆZ{3Z by
`

x
y

˘

ÞÝÑ p2x ´ y pmod 3q, y pmod 2qq.

Then π1
`

x
y

˘

“ p0, 0q ðñ
`

x
y

˘

P imψ, kerπ1 “ imψ and π1 is surjective. Hence

0 ÝÑ Z2 ψ
ÝÝÑ Z2 π1

ÝÝÑ Z{3ZˆZ{2Z ÝÑ 0.

is a short exact sequence. One can check that π1 is a Z-module homomorphism (that is, a
homomorphism of abelian groups). {{
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Example 2.34. Consider the ring R “ Z, and set Mi “ Z{iZ for each element i of the
set I “ t2, 3, 4, . . . u. Not only are

ś

iPIMi “ Z{2ZˆZ{3ZˆZ{4Zˆ ¨ ¨ ¨ and
À

iPIMi “

Z{2Z ‘ Z{3Z ‘ Z{4Z ‘ ¨ ¨ ¨ not equal, but they are not isomorphic. Indeed, the element
p1, 1, . . . q P

ś

iPIMi has infinite order, but no element of infinite order exists in
À

iPIMi. {{

Example 2.35. Again consider the short exact sequence 0 Ñ Z2 Ñ Z2 Ñ Z{3ZˆZ{2Z Ñ 0,
where the second arrow from the left is given by applying the linear map

`

3 1
0 2

˘

to elements of
Z2. This short exact sequence is not split, because Z2 fl Z2 ‘ Z{3ZˆZ{2Z. {{

Example 2.36. The short exact sequence

0 Z
À8

i“1 Z
À8

i“1 Z 0
pa1,a2,... qÞÑpa2,a3,...,q

aÞÑpa,0,0,... q

does split, because the map
À8

i“1 Z Ñ
À8

i“1 Z defined by pa2, a3, a4, . . . q ÞÑ p0, a2, a3, a4, . . . q
is a section. {{

2.5 Homework 7

Exercise 2.37: 7.1.

Let I be an ideal of a commutative ring A. We define the radical of I, denoted
?
I, to be

?
I “ tx P A | xn P I for some n P Zě1u.

In the special case I “ p0q, we call the radical
?
0 the nilradical of A. We call A reduced

if nilradical of A is zero, that is, if
a

p0q “ p0q.

(a) Show that
?
I is an ideal of A for any ideal I Ă A.

(b) Show that
a?

I “
?
I.

(c) Show by an example that in a non-commutative ring R, the set

tx P R | xn “ 0 for some integer n P Zě1u,

whose elements are called nilpotent, is not always an ideal.

A solution to Exercise 2.37 can be found here.

Exercise 2.38: 7.2.

Which of the following rings has no zero divisors? Which are reduced?

(a) Crxs{px2 ` 1q

(b) Zrxs{px2 ` 1q

(c) Zrxs{p3, x2 ` 1q

(d) Zrxs{p2, x2 ` 1q

A solution to Exercise 2.38 can be found here.
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Exercise 2.39: 7.3.

Let I and J be ideals of a commutative ring R. Define the ideal quotient

pI : Jq – tx P R | xJ Ă Iu.

(a) Show that pI : Jq is an ideal of R.

(b) For R “ Z and m,n P Z, compute ppnq : pmqq.

A solution to Exercise 2.39 can be found here.

Exercise 2.40: 7.4.

Let D be a division ring. Show that the ring MnpDq of nˆn matrices over D has no
(two-sided) ideals other than (0) and MnpDq. We call such rings simple.

A solution to Exercise 2.40 can be found here.

Exercise 2.41: 7.5.

Let R be a ring, not necessarily commutative. For any abelian group M , recall that
EndGrppMq – HomGrppM,Mq is a ring via pf ` gqpmq “ fpmq ` gpmq and pf ¨ gqpmq “

f ˝ gpmq for all m P M .

(a) Let M be a left R-module. Show that the map

λ : R Ñ EndGrppMq

given by λprqpmq “ r ¨ m is a ring homomorphism. Conversely, show that given any
ring homomorphism λ : R Ñ EndGrppMq, we obtain a left R-module structure on M ,
such that these two procedures are inverses.

(b) Define the opposite ring Rop of R to be R as additive group but with the nultiplci-
ation

r ¨op s – sr,

where the product on the left-hand side is in Rop, and the product on the right-hand
side is in R. Check that Rop is a ring.

(c) Show by analogy with part (a) that a right R-module N is “the same thing” as an
abelian group N equipped with a ring homomorphism

ρ : Rop
Ñ EndGrppNq.

A solution to Exercise 2.41 can be found here.

3 Fundamentals of Ideals in Commutative Rings

Warning 3.1. Henceforth all rings are assumed commutative, unless specified otherwise. �
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3.1 Chinese Remainder Theorem

Z rings
element n ideal pnq

product m ¨ n ideal product pmq ¨ pnq “ pmnq

gcdpm,nq ideal sum pmq ` pnq “ pm,nq

lcmpm,nq ideal intersection pmq X pnq

divisibility m | n ideal inclusion pnq Ă pmq

Table 3: Features of arbitrary commutative rings, as seen in Z. (Note, however, that
containment of ideals is in general weaker than divisibility.)

Definition 3.2.

Ideals I, J of a ring R are coprime if I ` J “ R. More generally, ideals I1, . . . , In are
pairwise coprime if Ij ` Ik “ R for any two indices j, k such that j ‰ k.

Proposition 3.3.

• I ` J “ R if and only if 1 P I ` J .

• If I ` J “ R, then I ¨ J “ I X J

The proof of Proposition 3.3 can be found here.

Notation 3.4. If I is an ideal of a commutative ring R, then we write x ” y pmod Iq to
mean x ´ y P I, that is, that x ` I “ y ` I in R{I. #

Theorem 3.5: Chinese Remainder Theorem (CRT).

If I1, . . . , In are pairwise coprime ideals of a commutative ring R, then the following hold.

(1) Given any x1, . . . , xn P R, there exists x P R such that

x ” xj pmod Ijq for all j P t1, . . . , nu.

(2)
Şn
j“1 Ij “

śn
j“1 Ij and the projections πj : R Ñ R{Ij induce an isomorphism of rings

R
M

čn

j“1
Ij

–
ÝÑ

źn

j“1
R{Ij.

The proof of Theorem 3.5 can be found here.

Example 3.6. R “ Crxs, I “ px3 ´ 1q. What is R{I? We can write px3 ´ 1q “ px ´ 1qpx ´

ωqpx´ωq, where ω is the complex conjugate of ω. So we can write I as the following product
of ideals:

I “ px ´ 1q

—I0

¨ px ´ ωq

—I1

¨ px ´ ωq

—I2

.
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Let us show these ideals are pairwise coprime. To see I0`I1 “ R, note I0`I1 “ px´1, x´ωq “
1

ω´1
px ´ ω ´ px ´ 1qq “ 1´ω

1´ω
“ 1, so 1 P I0 ` I1, meaning I0 ` I1 “ R. Establishing the other

two coprimalities is similar. By the Chinese remainder theorem, we have
Crxs

px3 ´ 1q
–

Crxs

px ´ 1q
ˆ

Crxs

px ´ ωq
ˆ

Crxs

px ´ ωq
– C3,

where the last isomorphism is justified as follows. Consider the homomorphism Crxs Ñ C
via f Ñ fpωq. The kernel is all f such that fpωq “ 0, which is px ´ ωq. The other two
isomorphisms Crxs{px ´ 1q and Crxs{px ´ ωq are similar. Hence Crxs{px3 ´ 1q – C3. {{

Example 3.7. R “ Rrxs, and I “ px3 ´ 1q. Then

I “ px ´ 1q

—I0

¨ px2 ` x ` 1q

—I1

.

What is I0 ` I1? This is px ´ 1, x2 ` x ` 1q. Write px ´ 1q2 ´ px2 ` x ` 1q “ ´3x. Also
3px ´ 1q “ 3x ´ 3 ` p´3q, so 3 P I0 ` I1. But 3 is a unit in R, so it is a unit in Rrxs. Then

1 “
1

3
¨ 3 P I0 ` I1, so I0 ` I1 “ Rrxs.

Then by the Chinese remainder theorem,
Rrxs

px3 ´ 1q
–

Rrxs

px ´ 1q
ˆ

Rrxs

px2 ` x ` 1q
.

The first factor is R, and this is exactly the same proof as in Example 3.6 that Crxs{px´1q – C.

Note Rrzs – C for any z with Im z ‰ 0. (Check!) In this setting, it is reasonable to guess
Rrxs{px2 ` x ` 1q – Rrωs, where ω2 ` ω ` 1 “ 0, and hence that Rrxs{px2 ` x ` 1q – C.

We thus consider the map Rrxs Ñ C given by Rrxs Ñ C via fpxq ÞÑ fpωq. The rest is an
exercise. (Use that fpxq “ 0 if and only if fpxq “ 0). {{

Example 3.8. Consider R “ Zrxs and I “ px3 ´ 1q. Then

I “ px ´ 1q

—I0

¨ px2 ` x ` 1q

—I1

.

Does I0 ` I1 “ Zrxs? The ideal I0 ` I1 certainly contains 3, x ´ 1, and x2 ` x ` 1, and
hence contains p3, x´ 1, x2 ` x` 1q. We claim I0 ` I1 does not contain 1. Showing this does
not contain 1 directly may be difficult though. But by the contrapositive of the Chinese
remainder theorem, this condition implies that I0 and I1 are not coprime. To that end, we
claim

Zrxs

px3 ´ 1q
fl

Zrxs

px ´ 1q
ˆ

Zrxs

px2 ` x ` 1q
.

Note Zrxs{px´ 1q – Z and Zrxs{px2 ` x` 1q – Zrωs where ω is as in the previous examples
and the reasoning for these are also as in the previous examples. Under these identifications,
then y “ p1, 0q is an element of the right-hand side. And y2 “ y, but y  p0, 0q ‰ p1, 1q.

But if y1 “ ax2 ` bx ` c pmodx3 ´ 1q P Zrxs{px3 ´ 1q, and if py1q2 “ y1, then y1 “ 0 or 1, so
the left-hand cannot possibly be isomorphic to the right-hand side. {{
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Note 3.9. Let R be any commutative ring and a, b P R. By the second isomorphism theorem,
R

pa, bq
–

R{paq

pa, bq{paq
–
R{paq

pbq
. {{

Indeed,
R

pa, bqR
“

R{aR

pa, bqR{aR
–

R{aR

bR{aR
–

R

bR

where we used the second isomorphism theorem for the first and last isomorphisms.

Example 3.10. Let R “ Zrxs and I “ p2, x3 ´1q. What is R{I? Let us again try to factorize
I as we have in the previous examples. Write

I0 “ p2, x ´ 1q Ą I and I1 “ p2, x2 ` x ` 1q Ą I.

It would be nice if I “ I0 ¨ I1. And indeed, we have

I0 ` I1 “ p2, x ´ 1, x2 ` x ` 1q.

We already know from the previous example how to get a 3 from px´ 1, x2 ` x` 1q (which is
in I0 ` I1 above), and this time we can get 2. Thus we can get all of Z, and hence all of Zrxs

because then 1 ` x ´ 1 “ x is in the ideal as well. Thus I0 X I1 “ I0 ¨ I1. Now

I0 ¨ I1 “ I0 X I1 Ă p2, x3 ´ 1q “ p2, x ´ 1q ¨ p2, x2 ` x ` 1q

“ p4, 2x ´ 2, 2x2 ` 2x ` 2, x3 ´ 1q “ p2, x3 ´ 1q.

So I0 ¨ I1 “ I. Thus
Zrxs

p2, x3 ´ 1q
–

Zrxs

p2, x ´ 1q
ˆ

Zrxs

p2, x2 ` x ` 1q
.

By Note 3.9,
Zrxs

p2, x ´ 1q
– Z{2Z and

Zrxs

p2, x2 ` x ` 1q
–

Zrxs{px2 ` x ` 1q

p2q
–

Zrωs

p2q
– F4,

so
Zrxs

p2, x3 ´ 1q
–

Z
2Z

ˆF4.

where F4 is as in Example 1.39. {{

Example 3.11. If m1,m2, . . . ,mn P Z are pairwise coprime, then there is an isomorphism of
rings

Z
m1 ¨ ¨ ¨mnZ

–
ÝÑ Z{m1Zˆ¨ ¨ ¨ˆZ{mnZ.

In particular, we obtain an isomorphism of unit groups
ˆ

Z
m1 ¨ ¨ ¨mnZ

˙ˆ
–

ÝÑ pZ{m1Zq
ˆ

ˆ¨ ¨ ¨ˆpZ{mnZq
ˆ.

Define the Euler φ function by

φpmq “ |ti P Z | 1 ď i ď m and gcdpm, iq “ 1u| “ |pZ{mZq
ˆ
|.

Version of February 5, 2024 at 11:53am EST Page 27 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 3.2: Prime Ideals and Spec

It then follows from the above isomorphism that

φpm1m2 ¨ ¨ ¨mnq “ φpm1qφpm2q ¨ ¨ ¨φpmnq. {{

Exercise 3.12.

Show that if p, r P Z, p is prime, and r P Zě1, then φpprq “ pp ´ 1qpr´1.

3.2 Prime Ideals and Spec

Definition 3.13.

Let R be a commutative ring. A prime ideal of R is a proper ideal I of R such that for
all x, y P R, xy P I implies x P I or y P I.

We often say “I is prime in R” to mean I is a prime ideal of R, or even simply “I is prime”
when the ring R is understood.

Example 3.14. Let p be a prime integer. Then pZ is a prime ideal of Z, since p | ab implies
p | a or p | b. This is what motivates the terminology “prime ideal” in the first place. Note
that p0q is another prime ideal in Z. More generally, p0q is prime in a commutative ring R if
and only if R is an integral domain. {{

Example 3.15. Consider R “ Crxs. Then p0q is a prime in Crxs. All ideal of Crxs are
principal by Exercise 8.1, so I “ pfpxqq for some fpxq. Then an ideal I is prime in Crxs if
and only if fpxq is irreducible, and therefore (by the fundamental theorem of algebra) this is
equivalent to fpxq “ x ´ a for some a P C. {{

Example 3.16. Consider R “ Zrxs. Some prime ideals of Zrxs are

• p0q,

• ppq for prime integers p,

• px ´ aq for any integer a,

• pp, xq for prime integers p,

• px2 ` 1q, p3, x3 ` 1q.

Note that these are not all prime ideals of Zrxs, as classifying such ideals is rather complicated.
For a non-example, note that the ideal p2, x2 ` 1q is not prime (see Exercise 7.2). {{

Theorem 3.17: Criterion for Primality.

Let R be any commutative ring. Then an ideal I of R is prime if and only if R{I is an
integral domain.

The proof of Theorem 3.17 can be found here.

Notation 3.18. We write SpecpRq for the set of all prime ideals of a ring R. #
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Note 3.19. “Spec” stands for “spectrum”. For commutative rings A, we will investigate a
topology for SpecpAq that links commutative algebra with algebraic geometry. (See Exercises
8.4 and 8.5.) {{

Example 3.20. (Functoriality of Spec) Let A and B be commutative rings and let
φ : A Ñ B be a ring homomorphism. Define a map f : SpecB Ñ SpecA by the preimage
map fppq “ φ´1ppq for all p P SpecB. Then for all p P SpecB,

fppq “ φ´1
ppq “ tx P A | φpxq P pu.

Note f is well-defined, because q – φ´1ppq is indeed a prime ideal: if x, y P q, so φpxq, φpyq P p,
then φpx ` 1q “ φpxq ` φpyq P p, so x ` y P φ´1ppq; and for all r P A,

φprxq “ φprq ¨ φpxq

Pp

P p,

so rx P φ´1ppq. (This shows φ´1pIq is an ideal for any ideal I). And q is prime: if x, y P A
such that xy P φ´1ppq, then φpxq ¨ φpyq P p, so φpxq P p, so φpxq P p or φpyq P p. Hence x or
y is in φ´1ppq. {{

Example 3.21. Consider the mapping φ : Z Ñ Zris, where p “ p2 ` iq is prime in Zris. The
set 5Z, which is the principal ideal generated by 5 in Z, is equal to the intersection Z X p
and is also the preimage of p under the mapping φ. {{

3.3 Maximal Ideals

Definition 3.22.

An ideal I of a ring R is called maximal if I ‰ R and there are no ideals J of R such
that I Ĺ J Ĺ R.

We can interpret this as a statement about the quotient rings in the following way.

Theorem 3.23: Criterion for Maximality.

An ideal I of R is maximal if and only if R{I is a field.

The proof of Theorem 3.23 can be found here.

Corollary 3.24.

Maximal ideals are prime.

The proof of Corollary 3.24 can be found here.

Warning 3.25. The converse of Corollary 3.24 is not true. Indeed, if p is a prime integer,
then

SpecZ “ tp0qu

prime, but
not maximal,

since p0qĹppqĹZ

Y tppqu

maximal,
since p is prime

.
�
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Note 3.26. Given a ring homomorphism φ : A Ñ B and a maximal ideal m Ă B, we know
φ´1pmq is prime, but it is not maximal in general. For instance, the inclusion φ : Z Ñ Q
p0q Ă Q is maximal, φ´1pp0qq “ p0q is not {{

Theorem 3.27.

Let I be a proper ideal of a possibly noncommutative nonzero ring R. Then there exists a
maximal ideal m of R containing I. (In particular, by considering I “ p0q, all rings have
a maximal ideal.)

The proof of Theorem 3.27 can be found here.

Note 3.28. For “small enough” rings Zorn’s Lemma is not needed to show the existence of
maximal ideals. In particular, it is immediate from the definition that Noetherian rings have
maximal ideals. (We will define Noetherian rings soon.) {{

Note 3.29. Consider a homomorphism of the underlying groups of finitely generated C-
algebras,

φ : Crx1, . . . , xns{I

—A

Ñ Cry1, . . . , yms{J

—B

.

The maximal ideals m of B are of the form py1 ´ a1q, . . . , pym ´ amq for some ai P C, and
likewise for A. In particular, B{m “ C. Then to see φ´1pmq is maximal, we consider the
following commutative diagram:

A{φ´1pmq B{m

C
–

Since the bottom left map is an isomorphism, the bottom right map is an isomorphism. Thus
φ´1pmq is maximal. This line of reasoning is called the Hilbert Nullstellensatz. {{

3.4 Spectrum of krxs

Let R be a commutative ring and let I be an ideal of R. In particular, let us consider the case
k is a field and R “ krxs. What are the prime and maximal ideals of krxs? We know from
Exercise 8.1 that krxs is a PID, so all ideals of krxs take the form pfpxqq for some polynomial
fpxq P krxs. Certainly pxq is maximal because the ring map krxs Ñ k via fpxq ÞÑ fp0q is
surjective with kernel pxq, so krxs{pxq – k is a field. But when is pfpxqq prime?

Proposition 3.30.

If fpxq ‰ 0, then pfpxqq is prime if and only if fpxq is irreducible in krxs.

The proof of Proposition 3.30 can be found here.

Note 3.31. The upshot of Proposition 3.30 that if k is a field and fpxq P krxs, then

pfpxqq is prime ðñ pfpxqq is maximal ðñ fpxq is irreducible. {{
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Corollary 3.32.

If k is any field, then

Spec krxs “ tp0qu Y tpfpxqq | fpxq is irreducible in krxsu.

Example 3.33. What is SpecZris?

• p0q is prime.

• p2q is not prime, since p1 ` iqp1 ´ iq “ 2. Thus Zrxs{p2, x2 ` 1q – Zris{p2q is not an
integral domain.

• p3q is a prime, since Zrxs{p3, x2 `1q – Zris{p3q has no zerodivisors. (See Exercise 7.2(c)).

• When is ppq prime in Zris for prime integers p? Certainly not when p “ 1` a2 for a P Z,
since then p “ 1 ` a2 “ p1 ` aiqp1 ´ aiq, and then apply the same argument from the
previous point. Note

Zris

ppq
–

Zrxs

pp, x2 ` 1q
–

pZ{pZqrxs

px2 ` 1q
.

Is x2 ` 1 prime in pZ{pZqrxs? Well, it is if and only if x2 ` 1 is irreducible in Z{pZrxs if
and only if x2 ` 1 has no roots modulo p if and only if ´1 is not a square mod p, which
turns out to be true if and only if p ” 3 pmod 4q. (You can show that if p ” 1 pmod 4q

then p is a sum of squares and therefore is not a prime.) {{

The upshot of Example 3.33, modulo the final “if and only if” in the argument, is the following
well-known fact:

Corollary 3.34.

If p is a prime integer, then

ppq is prime in Zris ðñ p ” 3 pmod 4q.

We have now done some number theoretic examples; we now turn to more geometric examples.

Example 3.35. Let R “ Rrx, ys. Consider for pa, bq P R2 the ideal

I “ tf P R | fpa, bq “ 0u.

We will now check if I maximal or prime. Consider the evaluation map Rrx, ys Ñ R sending
fpx, yq ÞÑ fpa, bq. This is surjective, since t ÞÑ t for all t P R. The kernel is the set of all
polynomials fpxq P Rrx, ys such that fpa, bq “ 0, so its kernel is I by definition. But this
shows Rrx, ys{I – R is a field, so I is maximal.

What are the generators of I? Certainly px ´ a, y ´ bq Ă I, and the reverse inclusion is true
for the following reason: fpx, yq “ fpa, bq ` polynomials g in x ´ a, y ´ b with gpa, bq “ 0.
Then fpa, bq “ 0 ùñ fpx, yq P px ´ a, y ´ bq. So I Ă px ´ a, y ´ bq, so I “ px ´ a, y ´ bq.

We can interpret this geometrically as follows: the collection of polynomials I vanishing at
pa, bq P R2 is given by px ´ a, y ´ bq. Thus, we can think of px ´ a, y ´ bq as the point pa, bq
in R2. {{
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Example 3.36. Similarly, consider I “ tf P Rrx, ys | fpx, x2q “ 0u. This corresponds to the
curve y “ x2, since I is the ideal of all polynomials that vanish on every pont of this parabola.
We can argue this as follows.

Is I prime? Is I maximal? Consider the map R{I defined by Rrx, ys Ñ Rrxs via fpx, yq ÞÑ

px, x2q. Its kernel is the set tfpx, yq | fpx, x2q “ 0u — I, so

Rrx, ys{I – Rrxs,

which is an integral domain but not a field. Thus I is prime but not maximal.

Now what are the generators of I? Certainly y ´ x2 P I, since the function fpx, yq “ y ´ x2

vanishes on the parabola. Thus px2 ´yq Ă I. Conversely, if f P Rrx, ys, we can Taylor expand
the polynomial fpx, yq in the single variable x as

fpx, yq “ fpx, x2q ` py ´ x2q
Bf

By
px, x2q `

py ´ x2q

2

B2f

By2
px, x2q ` ¨ ¨ ¨ ,

so in particular if fpx, x2q “ 0 then fpx, yq P py ´ x2q. So I “ py ´ x2q. This converse
direction requires more details to be made formal, but this is the key idea.

But what maximal ideals contain I? The point p0, 0q corresponds to the point px, yq. And it
is easy to check that py´ x2q Ă px, yq. Similarly, the point p2, 4q on the parabola corresponds
to the point px ´ 2, y ´ 4q, so geometrically we should believe that py ´ x2q Ă px ´ 2, y ´ 4q.
And this is true (indeed, one can check y ´ x2 “ py ´ 4q ´ px ´ 2q2 ´ 4px ´ 2q), but seeing
and proving this algebraically is a pain. But as we have just shown, this is not so difficult to
see geometrically, so the geometric interpretation can sometimes be more useful or intuitive
than the algebraic interpretation. (Bonus question: Are there any other maximal ideals that
contain this point?) {{

3.5 Prime Avoidance

Theorem 3.37.

Suppose I1, . . . , In are ideals of a commutative ring R.

(1) (Prime Avoidance). If J Ă
Ťn
j“1 Ij and all but at most two among I1, . . . , In are

prime, then J Ă Ij for some j P t1, . . . , nu. (The contrapositive is that if J is not
contained in any of the Ijs, then J is not contained in the union of the Ijs).

(2) Let p be a prime ideal and let I1, . . . , In be ideals of a commutative ring R such that
p Ą

Şk
j“1 Ij. Then p Ą Ij for some j. In particular, if p “

Şn
j“1 Ij, then p “ Ij for

some j.

The proof of Theorem 3.37 can be found here.

Corollary 3.38.

The following hold in any commutative ring A.

(1) If p1, . . . , pn P SpecA, then
Ťn
j“1 “ pk for some k P t1, . . . , nu.
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(2) If I1, . . . , In are ideals of A and
Şn
j“1 Ij “ p P SpecA, then Ik “ p for some

k P t1, . . . , nu.

3.6 Homework 8

Exercise 3.39: 8.1.

Let R be an integral domain. A Euclidean valuation of R is a set function d : R∖t0u Ñ

Zě0 such that for all a, b P R with b ‰ 0, there exist q, r P R such that a “ bq ` r and
either r “ 0 or dprq ă dpbq. An integral domain that has a Euclidean valuation is called a
Euclidean domain.

(a) Let K be a field. Show that Krxs has Euclidean valuation dpfpxqq “ degpfpxqq, the
degree of fpxq.

(b) Show that any Euclidean domain R is a principal ideal domain.

A solution to Exercise 3.39 can be found here.

Exercise 3.40: 8.2.

Let R be a commutative ring. Prove that
a

p0q “
č

pPSpecpRq
p.

Hint: For the difficult direction, if f P R is not nilpotent, consider the set 𝒮 of all ideals
I Ă R such that for all n ą 0, fn R I. Use Zorn’s Lemma to show 𝒮 has a maximal
element M , and show that M is prime.

A solution to Exercise 3.40 can be found here.

Exercise 3.41: 8.3.

Let R be a commutative ring. We define the Jacobson radical JpRq of R by

JpRq “ tx P R | 1 ´ xy P Rˆ for all y P Ru.

(a) Show that JpRq is an ideal of R.

(b) Show that

JpRq “
č

mPMaxpRq
m,

where MaxpRq is the set of maximal ideals of R.

A solution to Exercise 3.41 can be found here.
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Exercise 3.42: 8.4.

Let R be a ring. For any subset S of R, define

V pSq “ tp P SpecpRq | S Ă pu.

(a) Let I “ pSq, the ideal generated by S. Show that V pSq “ V pIq “ V p
?
Iq.

(b) Show that the sets V pSq for varying subsets S Ă R (or equivalently V pIq for varying
ideals I) satisfy the axioms needed to be the closed subsets of a topology on SpecpRq.
This is called the Zariski topology on SpecpRq.

(c) Give an example showing that the Zariski topology is not always Hausdorff. (Indeed,
it very rarely is.)

A solution to Exercise 3.42 can be found here.

Exercise 3.43: 8.5.

Show that if A and B are commutative rings, then any surjective ring homomorphism
φ : A↠ B induces a homeomorphism of SpecB onto the closed subset V pkerφq of SpecA.

A solution to Exercise 3.43 can be found here.

4 Local Rings and Localization

Again in this section all rings are assumed commutative unless specified otherwise.

By “inverting” elements we can “destroy” certain prime ideals of our ring. For example, in Z,
if you invert a prime ideal p, then there is no prime ideal generated by p since p is now a
unit, and hence generates the (non-prime) unit ideal. Informally, by inverting an element of
Z we obtain a ring that looks a lot like Z, but without an ideal generated by p.

4.1 Local Rings

Definition 4.1.

A commutative ring R is called a local ring if it has a unique maximal ideal.

Example 4.2. Any field is a local ring, with maximal ideal p0q. {{

Example 4.3. If k is a field, then R “ krxs{pxnq is a local ring with maximal ideal pxq.
Indeed, by the correspondence theorem, the ideals of R are in correspondence with ideals I
of krxs containing pxnq. Thus, if I is maximal and xn P I, then x P I (since if I is maximal
then I is prime, hence radical), so it follows that pxq Ă I. And pxq is a maximal ideal in krxs

because krxs{pxq
–
Ñ k is a field. {{

Note 4.4. Local rings are called “local” because they capture the local geometry of an algebraic
variety. This is suggested by Example 4.3, since passing from a polynomial fpxq P krxs to its
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image in krxs{pxnq is the same as truncating fpxq as to preserve only terms of degree less
than n. In turn, this image contains precisely the information of the kth derivative of fpxq

for all k P t1, . . . , n´ 1u. Thus elements here contain “tangent information,” and this is true
in a formal sense. {{

Example 4.5. Where p is a prime integer, the p-adic integers Zp is a local ring, with maximal
ideal ppq. {{

Theorem 4.6.

Let m be an ideal of a ring R. Then R is local with maximal ideal m if and only if
m “ R∖Rˆ.

The proof of Theorem 4.6 can be found here.

4.2 Spectrum of krrxss

Definition 4.7: Ring of Formal Power Series.

Let R be a commutative ring. Define the ring of formal power series over R, denoted
Rrrxss, as follows.

• As a set, Rrrxss “ ttanunPZě0 | an P Ru,

• addition is given by tanunPZě0 ` tbnunPZě0 “ tan ` bnunPZě0 ,

• the additive identity is given by 0 “ p0, 0, . . . , q,

• multiplication is given by tanun ¨ tbnun “ t
řn
k“0 akbn´ku

nPZě0
, and

• the multiplicative identity is given by 1 “ p1, 0, 0, . . . q.

One can check that the above operations indeed make Rrrxss into a ring.

Notation 4.8. In the context of Definition 4.7, we will usually write tanunPZě0 as
ř8

n“0 anx
n.
#

Example 4.9. In this ring, we note that

p1 ´ xq
´1

“ 1 ` x ` x2 ` x3 ` ¨ ¨ ¨ “
ÿ8

n“0
xn,

so p1 ´ xq
ř8

n“0 x
n “ 1. Thus 1 ´ x P Rrrxssˆ, which is in stark contrast to the usual

polynomial ring Rrxs, whose units are simply the units of R. {{

Note 4.10. Let f P Rrrxss. Then

p1 ´ xfqp1 ` xf ` pxfq
2

` pxfq
3

` pxfq
4

` ¨ ¨ ¨ q “ 1. (4.10.1)

For all n, the coefficient of xn is a finite sum, and hence is well-defined in Rrrxss. Then we
can check the coefficient of all terms xn for p ě 0 to conclude Equation (4.10.1) holds. {{
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Proposition 4.11.

Let R be a commutative ring. Then
ÿ8

n“0
anx

n
P Rrrxss

ˆ
ðñ a0 is a unit in R.

The proof of Proposition 4.11 can be found here.

Now let k be a field. What are the prime ideals of krrxss? And more generally, what are the
ideals of krrxss? Well, we can name some ideals right away:

• pxq is an ideal. The degree function is not well-defined on krrxss, which hints that it
is easiest to consider the quotient krrxss{pxq. Consider the map krrxss Ñ k given by
fpxq ÞÑ fp0q. This map makes sense since all terms of degree ě 1 vanish. One can check
its kernel is pxq, so we conclude krrxss{pxq – k, a field, and hence pxq is maximal.

• p0q is an ideal. It is prime, since one can check that if two power series multiply to 0,
then, by induction, all coefficients of one of the polynomials are zero.

• Note that if f P krrxss∖pxq “ k, then f is a unit (since k is a field). Thus by Theorem 4.6,
pxq is the unique maximal ideal, which means krrxss is a local ring.

Definition 4.12.

Let R be a commutative ring. For all elements fpxq “
ř8

n“0 anx
n of Rrrxss, define

vpfq – mintan | an ‰ 0u.

Similarly, for all ideals I of R, we define vpIq – mintvpfq | f P Iu.

Note 4.13. Observe for an element fpxq P krrxss that

vpfq “ 0 ðñ f is a unit of krrxss. {{

Proposition 4.14.

Let I be any ideal of Rrrxss, where R is any commutative ring. Then I “ pxvpIqq. Therefore,
if k is a field, then

Spec krrxss “ tp0q, pxqu.

The proof of Proposition 4.14 can be found here.

Note 4.15. So, although krrxss is a very large ring, its ideal structure is very simple. It
is a local ring, and we can write down all its ideals very easily. On the other hand, the
polynomial krxs is much smaller, but its ideal structure is much more complicated (see
Corollary 3.32). {{

Example 4.16. Let k be a field and let n P Zě1. Then krxs{pxnq has a unique maximal
ideal, pxq. Indeed, by the correspondence theorem,

!

ideals of krxs

containing pxnq

)

ÐÑ
␣

ideals of
krxs{pxnq

(

,
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I ÞÝÑ image of I,

preimage of I ÞÝÑI.

This bijection preserves maximal ideals, since it is inclusion-preserving, and hence bijects
the corresponding sets of maximal ideals. Then by Theorem 4.6, the theorem that R is local
with maximal ideal m if and only if R∖m “ Rˆ implies the element u – 1 ` x is not in m,
hence is a unit—indeed, this is because p1 ` xqp1 ´ x ` x2 ´ ¨ ¨ ¨ ` p´1qn´1xn´1q “ 1. More
generally, the element a ` fpxq is not in m for any a P k and fpxq P krxs, so u P Rˆ. {{

The following is another example of the above theorem.

Example 4.17. Let p be a prime number, and define Zppq Ă Q by

Zppq “

!a

b
P Q

ˇ

ˇ

ˇ
a, b P Z, gcdpa, bq “ 1, p ∤ b

)

.

One can check Zppq is a subring of Q, and that

Zˆ

ppq
“

!a

b
P Q

ˇ

ˇ

ˇ
a, b P Z, gcdpa, bq “ 1 and p ∤ a ¨ b

)

.

And Zppq ∖ Zˆ
ppq “ pZppq is an ideal, so by the lemma Zppq is a local ring with maximal ideal

pZppq. {{

4.3 Localization and Localization at Prime Ideals

We continue the convention that all rings used are commutative unless otherwise specified.
The ideas and notation in Example 4.17 hint at a more general construction, which we now
pursue.

Suppose we have an integral domain A. By “inverting” the nonzero elements of A, we form a
field called the fraction field of A, denoted FracpAq. For example, FracZ “ Q.

Zppq is an example where we invert “most” elements of A∖ t0u. Let us now formalize and
vastly generalize this procedure.

First we need to know what kind of subsets of elements in A we can invert in the ring, and
in doing so generalize this procedure to commutative rings that are not necessarily integral
domains.

Definition 4.18.

Let A be any commutative ring. A subset S of an A is called multiplicatively closed
if S is a submonoid of the monoid pA, ¨q, or equivalently, if 1 P S and S is closed under
multiplication, that is, for all a, b P S, ab P S.

Definition 4.19: Localization.

Let A be any ring. Given a multiplicatively closed subset S of A, we define a ring called
the localization of S by A, denoted S´1A, by

S´1A – pAˆSq{„,
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as a set where „ is the equivalence relation generated by the relations

pa, sq „ pb, tq ðñ there exists u P S such that upat ´ bsq “ 0.

over all a, b P A, s, t P S. We define addition by

pa, sq ` pb, tq “ pat ` bs, stq,

and pa, sq ¨ pb, tq “ pab, stq.

Proposition 4.20.

The localization of A by S is well-defined, and forms a commutative ring with additive
identity p0, 1q and multiplicative identity p1, 1q. Moreover, there exists a canonical ring
homomorphism j : A Ñ S´1A given by a ÞÑ pa, 1q.

The proof of Proposition 4.20 can be found here.

Example 4.21. If S “ Aˆ, then A Ñ S´1A by the canonical map is an isomorphism. {{

Example 4.22. If 0 P S, then S´1A “ t0u. Indeed, then any two elements pa, sq, pb, tq P S´1A
are equal, because

0
PS

¨pat ´ bsq “ 0.

Hence S´1A only has one element, so A “ t0u. {{

The following remark is very useful in many situations.

Note 4.23. If A is an integral domain S is any multiplicatively closed subset not containing
0, then

a{b “ c{d in S´1A ðñ at ´ bs “ 0 in S´1A. {{

Example 4.24. For any commutative ring A, the subset S “ tnon-zerodivisors in Au of A
is multiplicatively closed, and we define the total ring of fractions, denoted FracA, as the
ring S´1A. {{

Example 4.25. S – A∖ t0u is a multiplicatively closed subset of A if and only if A is an
integral domain, and in this case S´1A is a field. We call this field the field of fractions of
A, and again denote it by FracA (but sometimes also by QuotA or FrA). {{

Example 4.26. A “ Crx, ys{pxyq is not an integral domain, since it has zerodivisors x and
y. Its total ring of fractions turns out to be

Frac

ˆ

Crx, ys

pxyq

˙

where Cpxq – FracpCrxsq is the field of rational functions in x over C. By Exercise 9.5
its total ring of fractions is isomorphic to the product CpxqˆCpyq of the rings Cpxq and
Cpxq of rational functions in x and y, respectively. This suggests that geometrically this
ring should be thought of as the union of the x and y axes, so the total ring of fractions is
simply the product of the fraction fields. This observation can be made formal as follows. To
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turn this suggestion into a formal observation one can use the two natural surjective ring
homomorphisms A↠ A{pyq – Crxs and A↠ A{pxq – Crys together with Exercise 8.5. {{

Example 4.27. For any ring A and any f P A, the set S “ tfnunPZě0 is multiplicatively
closed. Intuitively, S´1A is “Ar1{f s”. {{

Example 4.28. For any A, if p P SpecA, then S “ A∖ p is multiplicatively closed. In this
case we use the notation

Ap – S´1A.

For example, pZ ∖ pZq´1Z “ Zppq. {{

Lemma 4.29.

For any multiplicatively closed subset S of A,

kerpjq “ ta P A | there exists s P S such that sa “ 0u.

The proof of Lemma 4.29 can be found here.

Example 4.30. The key special case of the above argument is when A is an integral
domain. Then j : A Ñ S´1A is injective as long as 0 R S. More generally, j is injective if
S Ă tnonzerodivisorsu. {{

Where R “ Q and S “ Q∖ t0u, S´1Q Ñ Q via pa, bq ÞÑ a{b is an isomorphism. Thus this
process generalizes the construction of the rationals from the integers.

Example 4.31. Let R “ krxs and S ” krxs ∖ t0u. Then

S´1R “ tpppxq, qpxqq | qpxq ‰ 0u – kpxq.

(The field of fractions for an integral domain is the smallest field containing the ring. Thus if
we want to try to understand the ring by using field arithmetic, then we want to use the field
of fractions of the ring.) {{

Example 4.32. Let R be any ring, f P R, S “ t1, f, f 2, f 3, f 4, . . . u. Define

Rf – S´1R.

If R “ Z and f is a prime integer p, then

Rf “ Zp “ tpa, pkq | a P Z, k ě 0u,

where

pa, pkq „ pb, pℓq ðñ apℓ ´ bpk “ 0 ðñ
a

pk
“

b

pℓ
.

Thus

Zp – Zr1{ps “ ta P Q | in lowest terms the denominator is a power of pu. {{

Example 4.33. If R “ Z{p3Z, f is a prime integer p. Then

Rf “

ˆ

Z
p3Z

˙

“ 0,
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by an argument similar to that of Example 4.22, since p is a zerodivisor in R. {{

Intuitively, the claimed isomorphism in the following lemma makes sense since we are just
formally introducing an element 1{f to the ring that is the inverse of f .

Lemma 4.34.

If f is not a nilpotent element of a ring R, then

Rf – Rrxs{pxf ´ 1q.

In other words, if f R
a

p0q then Af – Ar1{f s. (Here we are abusing notation to write
Ar1{f s – Af .)

The proof of Lemma 4.34 can be found here.

Example 4.35. Let R “ Z{6Z and f “ 2. Then Rf is the “integers mod 6, with 2 invertible.”
Perhaps by intuition, one may guess Rf – Z{3Z. It turns out that indeed this is the case,
and we prove this formally: Note

Rf “ tpa, 1q, pa, 2q, pa, 4q | a P Z{6Zu.

If a ” 0 pmod 6q or a ” 3 pmod 6q, then pa, 2kq “ p0, 1q because

pa ¨ 1 ´ 0 ¨ 2kq ¨ 2
PS

“ 0.

If a ” 1 pmod 6q or a ” 4 pmod 6q then pa, 1q “ p1, 1q because pa¨1´1¨1q¨2 “ 0, pa, 1q “ p2, 1q,
pa, 2q “ p1, 1q, pa, 6q “ p2, 1q. Thus any given element of the ring equals some element in
tp0, 1q, p1, 1q, p2, 1qu under „, and one can check none of these three elements are isomorphic
to each other. Thus Rf “ tp0, 1q, p1, 1q, p2, 1qu. Since there is only one ring of order 3, we
conclude R – Z{3Z. We conclude pZ{6Zq2 – Z{3Z.

Thus

Z{6Z ÝÑ
pZ{6Zqrxs

p2x ´ 1q
– Rf – Z{3Z

is not injective, that is, the natural map R Ñ S´1R is not injective, where S “ t1, 2, 22, 23 . . . u.
{{

4.4 Universal Mapping Property of Localization

Proposition 4.36: Universal Mapping Property of the Localization.

If S is a multiplicatively closed subset of a commutative ring A and φ : A Ñ B is a ring
homomorphism such that φpSq Ă Bˆ, then there exists a unique ring homomorphism
rφ : S´1A Ñ B such that the diagram

A B

S´1A

j

φ

rφ
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commutes, where j : A Ñ S´1A is the natural map a ÞÑ a{1.

The proof of Proposition 4.36 can be found here.

Example 4.37. Let A be a commutative ring, and suppose S and T are multiplicatively
closed subsets of A such that S Ă T . Then since jT,ApSq Ă pT´1Aqˆ, by Proposition 4.36
there exists a unique rj : S´1A Ñ T´1A such that the diagram

A T´1A

S´1A

jT,A

jS,A rj

commutes. In fact, rj “ j rT ,S´1A, where rT is the image of T in S´1A. (The details are left as
an exercise.) {{

Example 4.38. As a specific case of Example 4.37, let A be an integral domain, T “ A∖ t0u,
and S is any multiplicatively closed subsets of A∖ t0u, then we have canonical injections

A T´1A “ FracpAq

S´1A

So, the localization is just some subring of the fraction field of A. (See the lemma about
kerpjq above.) {{

Example 4.39. Let A “ Z, so that FracpAq “ Q, and let S “ Z ∖ ppq, where p is a prime
integer. Then

S´1A “ Zppq “ tx P Q | p is not a factor of the denominator of x in lowest termsu.

Now consider S2 “ t2nu8
n“1. Then

S´1
2 Z “ Zr1{ps “ tx P Q | pnx P Z for some n P Zě0u,

which reflects the fact from Example 4.38 that there exist canonical injections

Z Q

Zr1{ps

{{

4.5 Ideals in S´1A

We next show that this construction does not add any new ideals, so ideals are collapsed
together when we localize at some multiplicatively closed subset. First we introduce a useful
piece of notation. (See also Exercise 8.2.)

Notation 4.40. Let A be a ring and S is a multiplicatively closed subset of A, then for any
ideal I Ă A we write S´1I for the ideal of S´1A generated by jpIq. #
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Lemma 4.41.

If A is a commutative ring and S is a multiplicatively closed subset of A, then the
assignment

tideals
of A u ÝÑ t ideals

of S´1Au,

I ÞÝÑ S´1I

is surjective, and S´1I “ S´1A if and only if I X S ‰ ∅. In other words, localization at
S deletes any ideals intersecting S.

The proof of Lemma 4.41 can be found here.

The following is an important example, although it is somewhat of a “partial” example because
we are restricting to prime ideals.

Proposition 4.42.

Let A be a commutative ring and let S be a multiplicatively closed subset of A. Then
there is a bijective correspondence

tp P SpecA | p X S “ ∅u ÐÑ SpecpS´1Aq,

p ÞÝÑ S´1p

j´1
pqq ÞÝÑq

is a bijection. In other words, localization at S deletes prime ideals intersecting S, and
any prime ideal of S´1A are localizations of prime ideals.

The proof of Proposition 4.42 can be found here.

Proposition 4.42 is extremely important when thinking geometrically about the ring theory of
a problem, and it turns out that the bijection of Proposition 4.42 is in fact a homeomorphism
with respect to the Zariski topologies (when tp P SpecA | p X S “ ∅u is given the subspace
topology on SpecA). Indeed, this follows from Exercise 8.5.

Corollary 4.43.

If A is a commutative ring and p P SpecA, then

SpecpApq
–

ÝÑ tq P SpecA | q Ă pu

S´1p ÞÝÑp

q ÞÝÑ j´1
pqq.

The proof of Corollary 4.43 can be found here.

Note 4.44. It follows that the ideal structure of Ap is in bijection with the set of ideals
inside p (because anything outside p becomes a unit when localizing at p, so any ideal not
fully contained in p collapses to the unit ideal). This is why this is called “localization,” since
we are literally throwing out all ideals except those inside p.
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Note that, on the other hand, the prime ideals of A{p are in bijection with the prime ideals
of A containing P. {{

Example 4.45. For prime integers p we have SpecZppq “ tp0q, pZppqu, and as the notation
suggests, this is just the example from a while ago, that is,

Zppq “

!a

b
P Q

ˇ

ˇ

ˇ
a, b P Z, gcdpa, bq “ 1, p ∤ b

)

. {{

Example 4.46. In the case A “ Crxs, p “ pxq, the localization of A at p is the collection of
prime ideals inside pxq, that is,

Crxspxq “

"

ppxq

qpxq
P Cpxq

ˇ

ˇ

ˇ

ˇ

ppxq, qpxq P Crxs, gcdpppxq, qpxqq “ 1, x ∤ qpxq

*

,

and

SpecpCrxspxqq “ tp0q, xCrxspxqu. {{

Example 4.47. If A “ Crx, ys, p “ px, yq, then the localization of A at p is

Crx, yspx,yq “

"

fpx, yq

gpx, yq
P Cpx, yq

ˇ

ˇ

ˇ

ˇ

fpx, yq, gpx, yq P Crx, ys and gp0, 0q ‰ 0

*

. {{

(Note gpx, yq P Crx, ys lies in px, yq if and only if gp0, 0q “ 0.) Geometrically, then, Crx, yspx,yq

is the collection of rational functions that are defined at 0. This also agrees with the general
rule of thumb that geometrically the point pa, bq in the affine plane Spec krx, ys is identified
with the point (prime ideal) px ´ a, y ´ bq in Spec krx, ys. (In fact, this is already made
rigorous over C.)

Example 4.48. Let R “ Crx, ys{pxyq. What is Rx? On the other hand, what is Rpxq? Let
us use all tools at our disposal to “guess” isomorphisms, with enough confidence that it is in
fact an isomorphism, to the point that we would have no issue sitting down with a strong
cup of coffee to prove it in full confidence. We first recall what those tools are:

• Let S be a multiplicatively closed subset of R. Then SpecpS´1Rq is in bijection with
tp P SpecR | p X S “ ∅u.

• We can also use that R is a reduced ring (which can be seen by Exercise 9.5 since it is
contained in a product of fields, which is reduced).

• Since R is reduced, if p is a minimal prime then Rp is a field by Exercise 9.4. bv (Check!).

• Moreover, if S Ă T for another multiplicatively closed subset T of R, then by the
universal mapping property of localization we get a well-defined ring homomorphism
S´1R Ñ S´1T .

• We can also use that if S “ R∖ ppxq Y pyqq then S´1R – CpxqˆCpyq. (This is Exercise
9.5)

With these points in mind, we can proceed as follows:

• Computing SpecR: We first compute the spectrum of R. Recall that there is a bijection
of SpecR onto tp P SpecCrx, ys | p Ą pxyqu given by sending p P SpecR to its preimage
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π´1ppq under the quotient map π : Crx, ys ↠ Crx, ys{pxyq, and with inverse sending
primes q P SpecpCrx, ysq to πpqq.
We can rewrite tp P SpecCrx, ys | p Ą pxqu Y tp P SpecCrx, ys | p Ą pyqu. (This is not a
disjoint union, since for example, the ideal pxyq is contained in both of these.) This is
in bijection with

SpecpCrx, ys{pxqq Y SpecpCrx, ys{pyqq – SpecCrys Y SpecCrxs

“ ptp0qu Y tpy ´ aq | a P Cuq Y pt0u Y tpx ´ aq | a P Cuq.

Now we have worked out all the ideals in the union, so we need to pull them back.
Pulling back to Crx, ys via the aforementioned bijection, we get

ptpxqu Y tpx, y ´ aq | a P Cuq Y ptyu Y tpx ´ a, yq | a P Cuq

So the maximal ideals of Crx, ys{pxyq are the points on the coordinate axes of the
xy-plane, and the coordinate axes themselves correspond to the (non-maximal) prime
ideals pxq and pyq.

• Computing Rx: It is straightforward to compute that S “ R∖ px, y´aq for a ‰ 0. Given
our knowledge of SpecR from the previous point and how the spectrum changes with
localization, we can see that SpecRx is the line with a point removed; indeed, in Rx the
ideal pxq is no longer a prime, as x becomes a unit in Rx. (This is in contrast with the
case of SpecRpxq, which is just the coordinate axes but “zoomed in” at an infinitesimal
neighborhood of the y axis). Recall that when R is any commutative ring and x P R is
not nilpotent, we have Rx –

Rrts
tx´1

““Rr1{xs” (that is, in Rx we are defining t to be the
multiplicative inverse of x, that is, tx “ 1). Thus in our situation,

Rx –
Crx, y, ts

pxy, tx ´ 1q
.

Motivated by our intuition for how SpecRx should look, we consider the localization
Crxsx. Using the same logic as we did to obtain the above expression, we can also write

Crxsx –
Crx, ts

ptx ´ 1q
–

Crx, y, ts

py, tx ´ 1q

This hints to us that we should try to show pxy, tx ´ 1q “ py, tx ´ 1q. And indeed,
pxy, tx ´ 1q Ă py, tx ´ 1q because xy “ y ¨ x, and py, tx ´ 1q Ă pxy, tx ´ 1q because
y “ ´yptx ´ 1q ` txy. Thus points of Rx are points where you just delete the x axis

• Computing Rpxq: Where R “ Crx, ys{pxyq again, what is Rpxq? By our geometric
intuition we know this should be either Cpxq or Cpyq, so we just need to determine
which. This is left as an exercise. (Prove that the map Rpxq “ pCrx, ys{pxyqq

pxq
Ñ Cpyq

defined by
f ` pxyq

g ` pxyq
ÞÝÑ

fp0, yq

gp0, yq

is an isomorphism.) {{

Example 4.49. When A is an integral domain and p “ 0, Ap0q “ FracA, and SpecpAp0qq “

tp P SpecA | p Ă p0qu “ tp0qu. {{
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In these examples, we have been thinking of Ap for an integral domain A as a subring of
FracpAq. There is also a partial converse, which can be stated as follows.

Proposition 4.50.

If A is an integral domain, then inside FracpAq,

A “
č

pPSpecA
Ap “

č

mPMaxpAq
Am.

The proof of Proposition 4.50 can be found here.

Example 4.51. Inside Q, Zppq is bigger than Z, but if we start thinking about intersections
over all prime ideals then we will cut out just the integers. In other words,

Z “
č

prime
integers p

Zppq pinside Qq. {{

4.6 Modules of Fractions

Definition 4.52.

Let A be a commutative ring, S Ă A a multiplicatively closed subset, and M an A-module.
Define

S´1M – pMˆSq{„,

where pm, sq „ pn, tq if and only if there exists u P S such that

uptm ´ snq “ 0.

We denote the equivalence class of the element pm, sq P MˆS with respect to „ by m{s,
and define addition and multiplication operations on S´1M by

m

s
`
n

t
–

tm ` sn

st
and

a

s
¨
m

t
–

am

st
,

respectively, for all m,n P M , s, t P S, a P A.

Exercise 4.53.

The operations in Definition 4.52 make S´1M into an S´1A-module. (See Exercise 9.1).

Theorem 4.54: Functoriality of Localization of Modules.

Let A be a commutative ring and S a multiplicative subset of A. For any A-modules
M and N , and an A-module homomorphism f : M Ñ N , there exists a well-defined
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S´1A-module homomorphism S´1f : S´1M Ñ S´1N defined by

pS´1fq

´m

s

¯

“
fpmq

s
.

satisfying the following properties.

• For any A-module homomorphisms f : M Ñ N and g : N Ñ P ,

S´1
pg ˝ fq “ S´1g ˝ S´1f.

• If the sequence of A-module homomorpisms

M
f

ÝÝÑ N
g

ÝÝÑ P

is exact at N , then S´1M
S´1f
ÝÝÝÑ S´1N

S´1g
ÝÝÝÑ S´1P is exact at S´1N .

• S´1 preserves addition of homomorphisms in the sense that S´1 induces a homomor-
phism on the hom-sets.

• In categorical terms, the above statements together are equivalent to saying S´1 is a
covariant exact additive functor from the category of A-modules into the category of
S´1A-modules.

The proof of Theorem 4.54 can be found here.

Example 4.55. If N is an A-module and N is a submodule of N , then S´1M Ă S´1N is an
S´1A submodule, and quotient

S´1N

S´1M
– S´1

pN{Mq.

This follows from applying Theorem 4.54 to the short exact sequence 0 Ñ M Ñ N Ñ

N{M Ñ 0. {{

Example 4.56. Ideals of A are precisely the A-submodules of A, so as a particular case of
Example 4.55 we conclude that all ideals of S´1A are of the form S´1I for ideals I of A, and

S´1
pA{Iq – S´1A{S´1I.

Note that we have used the notation S´1I twice now. Both objects described are indeed the
same, as will be shown in Exercise 9.2. There is a converse to Theorem 4.54 that we will
soon prove, which allows us to go back and forth from local to global information. {{

4.7 Annihilators and Support of Modules

Definition 4.57.

If A is a commutative ring, M is an A-module, and X is a subset of M , then we define
the annihliator of X by

AnnApXq – ta P A | ax “ 0 for all x P Xu.

Now fix a commutative ring A, a multiplicatively closed subset S of A, and a prime ideal
p P SpecpAq.

Version of February 5, 2024 at 11:53am EST Page 46 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 4.7: Annihilators and Support of Modules

Example 4.58. Recall that if M Ñ N Ñ P is an exact sequence of modules, then so is
S´1M Ñ S´1N Ñ S´1P . Then in particular,

• S´1pMˆP q – S´1MˆS´1P ,

• S´1pN{Mq – S´1N{S´1M ,

• if M,P Ă N are submodules, then S´1pM ` P q “ S´1M ` S´1P , and S´1pM X P q “

S´1M X S´1P . {{

The proof of Definition 4.57 can be found here.

Example 4.59. When A “ Z and M “ Z{nZ, we have

AnnApMq “ ta P Z | am ” 0 pmodnq for all m P Z{nZu “ nZ “ pnq.

{{

Example 4.60. Now fix a prime p P Z. Then Zppq “
␣

a
b

P Q
(

. What is pZ{nZqppq? By
definition,

pZ{nZqppq “ S´1
pZ{nZq “ pZ ∖ ppqq

´1
pZ{nZq.

The answer will certainly depend on the relationship between p and n: if p ∤ n, then

pZ{nZqppq “ tpx, sq | x P Z{nZ, s P Z ∖ ppqu.

And x{s “ x1{s1 if and only if there exists u P Z ∖ ppq such that upxs1 ´ x1sq ” 0 pmodnq.
But such a u always exists, since we can just take u “ n, which is in S “ Z ∖ ppq since p ∤ n.
Thus any two elements are there equal, so pZ{nZqppq “ t0u if p ∤ n.

On the other hand, if p ∤ n, say n “ pan1 where p ∤ n1, then by the CRT we can write

Z{nZ – Z{paZˆZn1Z
Since localization commutes with direct products,

pZ{nZq
ppq

– pZ{paZq
ppq

ˆ������:
t0u by the previous case

pZ{n1Zq
ppq
.

So it suffices to find pZ{paZqppq. Everything already invertible in Z{paZ is invertible, since if
something is not divisible by p then its inverse can be found as elements not divisible by p
are made into units by the localization process.

Let us now make this intuition rigorous. We claim the map Z{paZ Ñ pZ{paZq
ppq

via
m ÞÑ pm, 1q is an isomorphism.

Injective: If pm, 1q „ pm1, 1q then there exists u P Z∖ ppq such that upm´m1q ” 0 pmod pqa.
Since p ∤ u, there exists t P Z such that tu ” 1 pmod pqa, so m ´ m1 ” 0 pmod pq1, so
m ” m1 pmod pq1.

Surjective: If pm, sq P pZ{paZqppq, then s P Z∖ ppq, that is, s is coprime to p, so by elementary
number theory there exists t P Z ∖ ppq such that st ” 1 pmod pqa, so pm, sq „ pmt, 1q, which
is in the image because pmts´mq ¨ 1 ” 0 pmod pqa. This gives the desired isomorphism. The
upshot is that

pZ{nZqppq “ “p-part” of Z{nZ.
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Thus our map is an isomorphism. In conclusion,

pZ{nZqppq –

#

0 if p ∤ n,
Z{paZ if n “ pan1 for some a ě 1, where n1 ∤ p.

{{

Proposition 4.61.

Let M be an A-module and let S be a multiplicatively closed subset of A, and let
j : M Ñ S´1M be the natural map given by jpmq “ pm, 1q. Then for all m P M ,

jpmq “ 0 ðñ S X AnnApmq ‰ ∅.

The proof of Proposition 4.61 can be found here.

Definition 4.62.

Let M be an A-module. Define the support of M by

supppMq – tp P SpecA | Mp ‰ 0u.

Let M be an A-module, S a multiplicatively closed subset, and j : M Ñ S´1M the natural
map. The Support of M is defined as

supppMq – tp P SpecpAq | Mp ‰ 0u.

Theorem 4.63.

The localization S´1M equals 0 if and only if for every m P M , there exists r P S such
that r ¨ m “ 0 in M . Therefore, S´1M “ 0 if and only if for every m P M , the set S
intersects AnnApmq nontrivially.

Proof. Given any m P M , if S´1M “ 0 then by definition there exists some s P S such that
s ¨m “ 0 in M . Conversely, if for some m P M , every s P S satisfies s ¨m ‰ 0, then m{1 ‰ 0
in S´1M , contradicting our assumption that S´1M “ 0. Hence, the statement holds.

Corollary 4.64.

If p P SpecpAq and p Č AnnApMq, then Mp “ 0.

Proof. If Mp ‰ 0 for some p P SpecpAq, then by definition, there is no s P A∖ p such that
sM “ 0. Conversely, if there exists s P A ∖ p with sM “ 0, then every element of M is
annihilated by some element not in p, which implies that Mp must be zero because s acts as
a unit in S´1M , annihilating M upon localization.
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Proposition 4.65.

Suppose M is finitely generated over A and p P SpecpAq. If Mp “ 0, then p contains
AnnApMq.

Proof. Let M be generated by elements m1,m2, . . . ,mn. If Mp “ 0, then for each i, there
exists si P A∖ p such that simi “ 0. Since S “ A∖ p is multiplicatively closed, the product
s “ s1s2 ¨ ¨ ¨ sn is in S and annihilates each generator of M , hence annihilates M . Thus,
s P AnnApMq and s R p, which shows p contains AnnApMq.

The above results then prove the following theorem:

Theorem 4.66.

if A is a commutative ring, S is a multiplicatively closed subset of A, and M is an
A-module, then the following statements hold:

(i) S´1M “ 0 if and only if any m P M is annihilated by some s P S.

(ii) If p P SpecpAq and Mp ‰ 0, then p intersects AnnApMq.

(iii) If M is finitely generated over A, then supppMq equals the set of all prime ideals p
of A that contain AnnApMq.

In other words, the finitely generated module over the ring A, referred to as a “function”
when viewed geometrically on the affine space over A, exhibits a support set. This support
set consists of the closed set of points where the module M equals zero.

For example, let’s consider the module krxs{pfpxqq when the ring A is K. This module is
finitely generated over A because it can be generated by the set t1, x, x2, . . . , xn´1u, where n
represents the degree of the polynomial f . We interpret the module M (i.e., krxs{pfpxqq) as a
“function” defined on a one-dimensional affine space Krxs. This function is defined at points,
which in this context correspond to elements or prime ideals of the spectrum of Arxs, denoted
as the spectrum of Arxs or equivalently krxs. The “value” of the module M at a point p in
the spectrum of Arxs is denoted as Mp. Consequently, the support of M , denoted as suppM ,
aligns with the conventional notion of support in a topological space when M is finitely
generated As a result, we can establish the third point mentioned earlier, which states that
the support of M is equal to V pAnnApMqq, where AnnApMq represents the annihilator of M .
It is worth noting that this set suppM is closed in the spectrum of A and thus coincides with
its own closure. Furthermore, V pAnnApMqq is the set of points in the spectrum of A such
that if a point p contains the annihilator AnnA, then the value Mp of the “function” M at
the point p is equal to zero. This confirms that the support of M indeed corresponds to the
support in the traditional mathematical sense of a function defined on a topological space.

As an illustrative example, if the polynomial fpxq “ x ´ α, resulting in the module M “

krxs{px ´ αq over the ring K, then the support of M is equal to V pAnnApxqq “ V ppαqq “

Specpkrxsq. This implies that Mp is never equal to zero. Conversely, since Mp “ 0 if and only
if p “ p0q Ą AnnApkq “ 0, but it does.
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Exercise 4.67.

In the context of the function language described, what is the meaning of krxs-modules
(algebras) M,N,P making a sequence 0 Ñ M Ñ N Ñ P Ñ 0 exact?

Example 4.68. supppZ{nZq “ tppq | p divides nu. {{

Example 4.69. Consider A “ Crx, ys and M “ C. Fix a, b P C. If f P A and x P C, define

f ¨ x – fpa, bqx.

One can check this gives M a module structure on A. What is the support of M?

Let us start with a more simple question: if x is a nonzero complex number (if x “ 0 then
obviously Annx is everything),

AnnApxq “ tf P Crx, ys | fpa, bqx “ 0u

“ tf P Crx, ys | fpa, bq “ 0u (since x ‰ 0)
“ px ´ a, y ´ bq.

Now let p P SpecCrx, ys and let j : C “ M Ñ Cp “ Mp be the natural map. Then for all
x P C,

jpxq ‰ 0 ðñ S X Annpxq “ ∅
ðñ Crx, ys ∖ p X px ´ a, y ´ bq “ ∅
ðñ p Ą px ´ a, y ´ bq

ðñ p “ px ´ a, y ´ bq.

Hence j is the zero map, unless, p “ px ´ a, y ´ bq, in which case j is an isomorphism. We
conclude supppMq “ tpx ´ a, y ´ bqu. {{

Example 4.70. Let A “ Crx, ys, fpx, yq “ y ´ x2, and M “ Crxs. Then M is an A-module,
A Ñ M because Crx, ys{py ´ x2q

–
Ñ Crxs via f ÞÑ fpx, x2q is an isomorphism. For each

f P A and α P M , define f ¨ α – fpx, x2qα. What is AnnpMq? Write

AnnpMq “ tf P Crx, ys | fpx, x2qα “ 0 for all α P Mu

“ tf P Crx, ys | fpx, x2q “ 0u “ py ´ x2q.

So what is supppMq? Well, if p Ă Crx, ys is prime, then j : Crxs Ñ Crxsp has

jpxq ‰ 0 ðñ S X Annpxq “ ∅
ùñ S X AnnpMq “ ∅
ðñ Crx, ys ∖ p X py ´ x2q “ ∅
ðñ p Ą py ´ x2q.

So, at the very least, we have supppMq Ă tp P SpecA | p Ą py ´ x2qu. In fact, one can show
this is an equality, and geometrically this makes sense. In other words, supppMq “equals”
the points on which the polynomial y ´ x2 vanishes. This is another example for which the
concept of the support of a module tells us a lot about the structure of the module. {{
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Exercise 4.71.

Let A be a commutative ring and let M be an A-module.

(a) Let S be a multiplicatively closed subset of A. Show that if SXAnnApMq “ ∅, then
S´1M “ 0. In other words, if some element of AnnApMq lives inside S, then the
localization at S is zero.

(b) Moreover, if p P SpecA and p Ą AnnApMq, then Mp “ 0.

(c) If M is finitely generated, then

Mp “ 0 ðñ p Ą AnnApMq,

that is, p P suppM if and only if p P V pAnnApMqq.

Proof. For (c), see Exercise F3. Points (i) and (ii) are left as exercises.

Note 4.72. We used in disguise the result of Exercise 4.71(a) when saying that if p does not
divide n, then that is just saying n P S, and n is also in AnnpZ{nZq, so S´1pZ{nZq “ 0. {{

Example 4.73. • If M is a submodule of an A-module N , then S´1M is a submodule of
the S´1A-submodule S´1N , and S´1pN{Mq – S´1N{S´1M .

• In particular, for any ideal I of A, S´1pA{Iq
–

ÐÝ S´1N{S´1M .

• If M1,M2 are submodules of an A-module M , then S´1pM1 `M2q “ S´1pM1q `S´1M2

is a submodule of the S´1A-module S´1M . (This can be checked directly, or one can
use M1 ‘ M2 Ñ M1 ` M2

ĂM

Ñ 0.) {{

4.8 Detecting Exactness with Localization at Prime Ideals

Lemma 4.74.

If Q is an A-module, then

Q “ 0 ðñ Qm “ 0 for all m P MaxpAq.

The proof of Lemma 4.74 can be found here.

Theorem 4.75.

If M f
ÝÝÑ N

g
ÝÝÑ P is a sequence of A-modules, then the following are equivalent:

(1) M f
ÝÝÑ N

g
ÝÝÑ P is exact.

(2) Mp
fp

ÝÝÑ Np
gp

ÝÝÑ Pp is exact for all prime ideals p of A.

(3) Mm
fm

ÝÝÑ Nm
gm

ÝÝÑ Pm is exact for all maximal ideals m of A.

The proof of Theorem 4.75 can be found here.
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4.9 Homework 9

Exercise 4.76: 9.1.

Let A be a commutative ring, and let S be a multiplicatively closed subset of A. Let M
be an A-module. Define the module of fractions S´1M by

S´1M “ pMˆSq{„

where pm, sq „ pn, tq if and only if there exists some u P S such that uptm ´ snq “ 0 (in
M). As usual, we abbreviate pm, sq “ m{s.

(a) Show that „ is an equivalence relation.

(b) Show that S´1M is an S´1A-module with operations
m

s
`
n

t
“
tm ` sn

st
and

a

s
¨
m

t
“
am

st
for all m,n P M,a P A, s, t P S.

A solution to Exercise 4.76 can be found here.

Exercise 4.77: 9.2.

Continue with the setting of Exercise 9.1. When M “ I is an ideal of A, we have already
defined the ideal S´1I of S´1A to be the ideal generated by jpIq, for j : A Ñ S´1A the
canonical homomorphism. Show that this ideal can be canonically identified with the
module of fractions S´1I defined in Exercise 9.1 (so our potentially ambiguous notation is
in fact consistent).

A solution to Exercise 4.77 can be found here.

Exercise 4.78: 9.3.

Let A be a commutative ring, and let p be a prime ideal of A. What is the relationship
between A{p and Ap{pAp? Hint: You may need to compute a couple of examples to find
the answer. See Example 4.46 for a good example.

Theorem 4.79.

Let A be a commutative ring and let p P SpecA. Then there exists an isomorphism of
rings

φ : Ap{pAp
–

ÝÑ FracpA{pq

induced by the surjective ring homomorphism

φ : Ap ÝÑ FracpA{pq,

f

s
ÞÝÑ

pf ` pq

ps ` pq
—

f

s
.
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Proof. • φ is well-defined: Suppose f{s “ g{t in Ap. Then there exists u P A ∖ p such
that uptf ´ sgq “ 0 (in A). Since u R p, u is nonzero in A{p, and

uptf ´ sgq “ uptf ´ sgq “ 0 in A{p.

Hence φpf{sq “ f{s “ g{t “ φpg{tq, so φ is well-defined.

• φ is a ring homomorphism: Let f{s, g{t P Ap. Then
– φp1{1q “ 1{1 “ 1{1,

– φ
`

f
s

¨
g
t

˘

“ φ
`

fg
st

˘

“
fg
st

“
f
s

¨
g
t

“ φ
`

f
s

˘

¨ φ
`

g
t

˘

, and

– φ
`

f
s

`
g
t

˘

“ φ
`

tf`sg
st

˘

“
ft`sg
st

“
tf
st

`
sg
st

“
f
s

`
g
t

“
f
s

`
g
t

“ φ
`

f
s

˘

` φ
`

g
t

˘

,
so φ is a ring homomorphism.

• φ is surjective: Any given element of FracpA{pq is of the form f{t P FracpA{pq for some
f, t P A such that t ‰ 0 in A{p. It follows that t R p, so f{t is an element of Ap. Then
φpf{tq “ f{t. Thus φ is surjective.

• pAp Ă kerφ: Any element of pAp is of the form pf{s for some p, f, s P A such that p P p
and s P A∖ p, and φppf{sq “ pf{s “ 0f{s “ 0. Thus pAp Ă kerφ.

• kerφ Ă pAp: Suppose f{g P Ap{pAp is in the kernel of φ. Then f{s “ 0{1 in FracpA{pq,
so there exists some u ‰ 0 in A∖ p such that

p “ 0 “ up1 ¨ f ´ s ¨ 0q “ u ¨ f “ uf “ uf ` p in A{p.

Thus uf P p. Since u R p and p is prime, we must have f P p. Then because 1{s P Ap,
we conclude f{s P pAp. Thus kerφ Ă pAp.

Exercise 4.80: 9.4.

Let A be a commutative ring, and let p be a minimal prime ideal of A, that is, there
are no prime ideals strictly contained in p.

(a) Show that all elements of the (maximal) ideal pAp of Ap are nilpotent. If A is
moreover reduced, show that Ap is a field.

(b) Deduce that if A is reduced, there is an injective ring homomorphism

A ÝÑ
ź

minimal
p P SpecA

Ap.

A solution to Exercise 4.80 can be found here.

Exercise 4.81: 9.5.

Show that there exists an isomorphism of rings

FracpCrx, ys{pxyqq – CpxqˆCpyq.

A solution to Exercise 4.81 can be found here.
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5 Finiteness Conditions on Rings and Modules

5.1 Noetherian Modules

In this section we continue the convention that all rings are commutative unless stated
otherwise.

Definition 5.1.

Let A be a ring and let M be an A-module. We say M is Noetherian (as an A-module)
if every ascending chain of A-submodules

M0 Ă M1 Ă M2 Ă ¨ ¨ ¨

stabilizes, that is, if there exists r ą 0 such that Mr “ Mr`s for all s ě 0. This condition
is known as the ascending chain condition (ACC) on submodules.

Example 5.2. A ring A is called Noetherian if A is a Noetherian module over itself with
respect to the natural module structure. Since A submodules of A are ideals of A, this means
every ascending chain of ideals

I0 Ă I1 Ă I2 Ă ¨ ¨ ¨

stabilizes. {{

Example 5.3. • Z is a Noetherian ring. Any field is a Noetherian ring.

• If A is Noetherian and π : A ↠ B is a surjective ring homomorphism, then B is
Noetherian. Indeed, for any chain I0 Ă I1 Ă ¨ ¨ ¨ Ă B, π´1pI0q Ă π´1pI1q Ă ¨ ¨ ¨ Ă A
stabilizes, and for all j we have πpπ´1pIjqq “ Ij since π is surjective, so I0 Ă I1 ¨ ¨ ¨

stabilizes.

• If A is Noetherian, then Arxs is Noetherian. This result, which we will soon prove, is
called Hilbert’s basis theorem (Theorem 5.24).

• If A is Noetherian, then S´1A is Noetherian for all multiplicatively closed subsets S of
A. Indeed, we have seen that every ideal J of S´1A is of the form S´1pj´1Iq for some
ideal I of A, where j : S Ñ S´1A is the natural map. For any chain J0 Ă J1, ¨ ¨ ¨ Ă S´1A,
the chain j´1J0 Ă j´1J1 Ă ¨ ¨ ¨ in A stabilizes, so the original chain must stabilize in
S´1A. {{

Proposition 5.4.

Let A be a ring and let M be an A-module. Then the following are equivalent:

(1) M is a Noetherian A-module.

(2) Every nonempty subset Σ of submodules of M has a maximal element (with respect
to inclusion).

(3) Every submodule of M is finitely generated as an A-module.

The proof of Proposition 5.4 can be found here.
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Corollary 5.5.

A ring A is Noetherian if and only if every ideal I of A is finitely generated.

Lemma 5.6.

Let A be a ring. Then in a short exact sequence 0 Ñ M1
i

ÝÝÑ M
π

ÝÝÑ M2 Ñ 0 of
A-modules,

M is Noetherian ðñ M1 and M2 are Noetherian.

The proof of Lemma 5.6 can be found here.

Warning 5.7. A subring of Noetherian rings need not be a Noetherian ring. For example,
consider the subring A “ Crx1, x2, x3, . . . s of the ring B “ FracpAq. Then A is not Noetherian
because px1q Ĺ px1, x2q Ĺ px1, x2, x3q Ĺ ¨ ¨ ¨ gives an ascending chain of ideals that does not
stabilize, whereas B is a field and hence Noetherian. In fact, the situation is even more
complicated, since FracpCrx1, x2, x3, . . . sq “ Cpx1, . . . , xnq is a field, and hence is Noetherian,
so we have a tower of rings

C Ă Crx1, x2, x3, . . . s Ă Cpx1, x2, x3, . . . q

where a non-Noetherian ring is an intermediate ring of two Noetherian rings. �

Although all Noetherian modules are finitely generated by the previous proposition, it is
not true in general that finitely generated modules are Noetherian. However, the following
result shows that if A is a Noetherian ring, then finitely generated A-modules are precisely
Noetherian A-modules:

Proposition 5.8.

Let A be a Noetherian ring and let M be an A-module. Then the following are equivalent:

(1) M is a Noetherian A-module.

(2) M is a finitely generated A-module.

The proof of Proposition 5.8 can be found here.

5.2 Noetherian Rings

Recall that if V is a finite-dimensional vector space and W is a subspace of V then W is also
finite-dimensional. Unfortunately, this nice fact completely breaks down in the setting of
modules, and this failure is demonstrated by the following example.

Example 5.9. Let R “ Crx1, x2, x3, . . . s and consider R as a module over itself. Then M is
finitely generated, namely by the element 1, but the submodule I Ă M “ px1, x2, x3, . . . , q is
not finitely generated. {{
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Definition 5.10.

Let R be a ring and let M be an R-module. Then M is Noetherian if every R-submodule
is finitely generated. We say R is a Noetherian ring if every ideal is finitely generated.

The above definition is not very useful though, since it does not give us much of a way to
show a ring is Noetherian. However, an equivalent definition that can be used to identify
rings with this property is the following:

Example 5.11. Z is a PID, so every ideal is generated by a single element, and in particular
by finitely many elements. Thus Z is Noetherian.

Alternatively, we could use the ACC to show Z is Noetherian: we can write any ascending
chain of ideals of Z as

pn0q Ă pn1q Ă pn2q Ă, ¨ ¨ ¨

which is the same thing as saying n0 is divisible by n1, and n1 is divided by n2, and n2 is
divided by n3 {{

Warning 5.12. A theorem of Motzkin from the 1940s is that there exist PIDs that are not
Euclidean domains (for instance, Zrp1 `

?
´19q{2s). However, since Euclidean domains are

PIDs, they too are Noetherian by Example 5.11. �

Example 5.13. Zrxs is Noetherian, and more generally by Hilbert’s basis theorem (Theo-
rem 5.24 below), which states that if R is Noetherian then so is Rrxs. {{

Example 5.14. Zr
?

´5s “ ta ` b
?

´5 | a, b P Zu is Noetherian: We can write Zr
?

´5s –

Zrxs{px2 ` 5q, which is a quotient of the Noetherian ring Zrxs, and hence is Noetherian.

Alternatively, we can say that if I is any ideal of Zr
?

´5s and a P I, then paq Ă I, and one
can show Zr

?
´5s{paq is finite. Then in particular it has only finitely many ideals (namely

because any ideal is in the power set and the power set of a finite set is finite). (Although
Zr

?
´5s{paq is finite, it is of course not true in general that if R is Noetherian and a P R

then R{paq is finite.) {{

Example 5.15. Consider the ring Cr0, 1s “ tf : r0, 1s Ñ R | f is continuousu. We claim
Cr0, 1s is not Noetherian. To show this, we can find an ascending chain that never stabilizes.

Note that f is a unit in Cr0, 1s if and only if f is nowhere vanishing. Since any proper ideal
cannot contain units, we know any element of a proper ideal I vanishes somewhere. To that
end, consider the infinite subset t1{2n | n P Zě1u of r0, 1s, and define

In – tf P Cr0, 1s | fp1{2mq “ 0 for all m ě nu.

Then I0 Ă I1 Ă I2 Ă ¨ ¨ ¨ , is an infinite chain. But each containment is proper, since it is
straightforward to construct a function in Ik but not in Ik`1. {{

Example 5.16. To show Qrxs is Noetherian, we can either use Exercise 8.1 that Qrxs is a
PID (and hence has finitely generated ideals) or use Hilbert’s basis theorem.
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Now consider the set

R “ tf P Qrxs | fp0q P Zu.

Then R is a ring, since 0, 1 P R and if fp0q, gp0q is an integer, then so is pf ` gqp0q and
pfgqp0q. Now consider the subset I “ tf P R | fp0q “ 0u. Then I is an ideal of R. It is not
ideal, since if x P I then pxq Ă I but pxq Ĺ px{2q Ĺ px{4q Ĺ px{8q Ĺ ¨ ¨ ¨ , so I is not finitely
generated. Thus R is not Noetherian. {{

Example 5.17. Let R “ Zr
n
?
2s for some n P Zě1. Then R is Noetherian, since it is a

quotient of the Noetherian ring Zrxs, namely R – Zrxs{pxn ´ 2q. {{

Example 5.18. Now consider the ring R “ Zr
?
2, 3

?
2, 4

?
2, 5

?
2, . . . s. Then p2q Ĺ p

?
2q is a

proper containment, since if
?
2 “ 2a for some a P R then a “

?
2{2, which is not an element

of R. Continuing this chain, we get an ascending chain of proper ideals of the form

p2q Ĺ p
?
2q Ĺ p

4
?
2q Ĺ p

8
?
2q Ĺ ¨ ¨ ¨

is an ascending chain of ideals of proper ideals in R that does not stabilize. Hence R is not a
Noetherian ring. {{

5.3 Factorization in Noetherian Integral Domains

We now exhibit another nice property of Noetherian rings.

Definition 5.19.

Let R be any (possibly noncommutative) ring, let a P R be nonzero and suppose a R Rˆ.
We say a is irreducible if whenever a “ bc for some b, c P R, then either a P Rˆ or b P Rˆ.
We call a reducible if a is not irreducible.

Recall the proof of the fundamental theorem of arithmetic, that is, that any n P Z can be
factored into a product of prime integers (up to a unit, that is, up to a multiple of ˘1): If
n is prime then we are done, so suppose n is not prime. Then n “ n1a1 for some integers
a1, n1 ‰ ˘1. Then do the same for n2, and repeat this process until we get a product of
primes, which we must do in finitely many steps since nj strictly decreases after every step.

We will now work to generalize this argument for Noetherian rings.

Definition 5.20.

An atomic domain (or factorization domain) is an integral domain A in which every
nonzero non-unit a P A can be written in at least one way as a finite product of irreducible
elements, up to a unit. Any such expression of a is called a factorization of a, and we
say a factors.
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Proposition 5.21: Factorization into Irreducible Elements in Noetherian Do-
mains.

Let R be a commutative Noetherian integral domain. Then if x P R is nonzero and x R Rˆ,
then x can be written as a product of irreducible elements of R.

The proof of Proposition 5.21 can be found here.

Another slightly different way to reformulate Proposition 5.21 this is the following.

Theorem 5.22.

If R is a Noetherian integral domain and x P R is nonzero, then there exist u P Rˆ and
irreducible elements x1, . . . , xn P R such that x “ ux1 ¨ ¨ ¨ xn.

Warning 5.23. The converse to Theorem 5.22 is false (consider Z{6Z). �

5.4 Hilbert’s Basis Theorem

Theorem 5.24: Hilbert’s Basis Theorem.

Let A be a Noetherian ring. Then Arxs is a Noetherian ring.

The proof of Theorem 5.24 can be found here.

Recall that an A-algebra is a ring B equipped with a ring homomorphism φ : A Ñ B. We call
B a finitely generated A-algebra if there exist b1, . . . , bn P B such that B “ φpAqrb1, . . . , bns.
In this situation, we get a surjective ring homomorphism (the top arrow) such that the
diagram

Arx1, . . . , xns B

A

xi ÞÑbi

φ

commutes. Any A-algebra is an A-module, since if we have a ring isomorphism from A to
B then B is an A-module with multiplication by the map φ : A Ñ B (from the definition
of B being an A-algebra) and defining the ring action on B to make B an A-module by
a ¨ b – φpaqb.

Corollary 5.25.

If A is Noetherian, then any finitely generated A-algebra is Noetherian as an A-module.

The proof of Corollary 5.25 can be found here.

Note 5.26. Just as in Corollary 5.25, one could theoretically run the above proof on an
infinite collection of, say, polynomials in Zrxs, to iteratively obtain a finite collection of
generators. {{
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5.5 Homework 10

Exercise 5.27: 10.1.

Let I and J be ideals of a commutative ring A.

(a) Show that
?
I ` J “

b

?
I `

?
J

(b) Deduce that if
?
I `

?
J “ A, then I ` J “ A.

(c) Show that for any prime ideal p of A,
?
pn “ p for all n P Zě1, and thus by part

(b), for any distinct maximal ideal m1 and m2 of A, mk
1, and mℓ

2 are coprime for any
k, ℓ ě 1.

A solution to Exercise 5.27 can be found here.

Exercise 5.28: 10.2.

(a) Show that in a commutative Noetherian ring A, every ideal contains some power of
its radical.

(b) We say an ideal I of a commutative ring A is nilpotent if In “ 0 for some n P Zě1.
Prove that in a commutative Noetherian ring A, the nilradical

?
0 is nilpotent.

(c) Give an example of a non-Noetherian commutative ring whose nilradical is not
nilpotent.

A solution to Exercise 5.28 can be found here.

Exercise 5.29: 10.3: Nakayama’s Lemma.

Let A be a commutative ring with Jacobson radical JpAq, and let M be a finitely generated
A-module. Show that if JpAqM “ M , then M “ 0.a Hint: if M ‰ 0, choose a set of
generators m1, . . . ,mn of M with minimal size; contemplate the fact that mn lies in
JpAqM .

aFor an ideal I of A, we write IM for the submodule of M generated by the subset txm | x P I,m P Mu.

A solution to Exercise 5.29 can be found here.

Exercise 5.30: 10.4.

Let A be a commutative Noetherian local ring with maximal ideal m. Use Nakayama’s
lemma (Exercise 10.3) to show that exactly one of the following two statements is true for
all n P Zě1:

(a) mn ‰ mn`1.

(b) mn “ 0.
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Note that this shows that a local ring A is Artinian (defined in Definition 6.1) if and only
if the chain m Ą m2 Ą m3 Ą ¨ ¨ ¨ stabilizes.

A solution to Exercise 5.30 can be found here.

Exercise 5.31: 10.5.

Let A be a commutative ring, and let M be a Noetherian A-module. Let f : M Ñ M be a
surjective A-module homomorphism. Show that f is an isomorphism. Hint: Consider the
chain of submodules tkerpf ˝nqunPZě1 , where f ˝n is f ˝ f ˝ ¨ ¨ ¨ ˝ f is he n-fold composition
of f with itself (for example, f ˝2 “ f ˝ f).

A solution to Exercise 5.31 can be found here.

Note that there is a version of Exercise 10.5 for Artinian rings.

Lemma 5.32.

Let f : M Ñ M be an injective module homomorphism where M is a module over an
Artinian ring. Then f is an isomorphism.

Proof. Since f is injective and M is Artinian, any descending chain of submodules of M
stabilizes. Therefore, for the chain

impfq Ą impf ˝ fq Ą impf ˝ f ˝ fq Ą ¨ ¨ ¨ ,

there exists k P Zě1 such that impf ˝kq “ impf ˝pk`1qq “ ¨ ¨ ¨. For any x P M , since f ˝kpxq P

impf ˝kq “ impf ˝pk`1qq, there exists x1 P M such that f ˝kpxq “ f ˝pk`1qpx1q. This implies
fpf ˝kpx1q ´ f ˝pk´1qpxqq “ 0, and since f is injective, f ˝kpx1q ´ f ˝pk´1qpxq “ 0. Then, similarly,
f ˝pk´1qpx1q´f ˝pk´2qpxq “ 0, f ˝pk´2qpx1q´f ˝pk´3qpxq “ 0, and so on, until we reach fpx1q´x “ 0.
Thus fpx1q “ x, showing that f is surjective. Hence, f is an isomorphism.

Corollary 5.33.

An Artinian integral domain A is a field.

Proof. Let x P A∖ t0u. It suffices to show that multiplication by x is a ring isomorphism.
So let f : A Ñ A be the ring homomorphism given by fpbq “ xb. The function f is injective,
since

b P kerpfq ùñ xb “ 0 ùñ b “ 0,

where we used the fact that A is an integral domain. By Lemma 5.32, an injective module
homomorphism from an Artinian ring is an isomorphism. Since A is Artinian and f is
injective, it follows that f is an isomorphism. Thus, x has a multiplicative inverse in A,
implying that A is a field.
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6 Artinian Rings and Primary Decompositions

All rings are still to be assumed commutative unless otherwise stated.

6.1 The Descending Chain Condition

What would things look like with a descending chain condition on modules?

Definition 6.1.

A ring A is Artinian if every descending chain of ideals I0 Ą I1 Ą ¨ ¨ ¨ stabilizes, that is,
there exists ℓ0 ě 0 such that for all ℓ ě ℓ0, Iℓ “ Iℓ0 .

Similarly, define Artinian modules over a ring A as those such for which any descending
chain of submodules stabilizes.

Example 6.2. (1) Z is Noetherian but not Artinian: p2q Ą p22q Ą p23q Ą ¨ ¨ ¨ is an infinite
strictly descending ideals, and hence does not stabilize.

(2) If k is a field, then krxs is Noetherian but not Artinian for essentially the same reason,
as we may consider the chain

pxq Ľ px2q Ľ px3q Ľ ¨ ¨ ¨ .

(3) If k is a field, the quotient ring krxs{pxnq for any n P Zě1 is Artinian. Note that for
n “ 1 this ring is just k, so fields are Artinian.

(4) Z{2nZ is Artinian, since it is a finite ring.

Just as it was for the Noetherian case, the fact a ring is Artinian depends not on the cardinality,
but the ideal structure. {{

Note 6.3. We now make some formal remarks about Artinian modules analogous to those
made in the case of Noetherian modules. To that end, let A be a commutative ring.

(1) An A-module is Artinian if and only if any nonempty set of submodules of M has a
minimal element; the argument is similar to the analogous statement in the Noetherian
case (but instead with maximal). (And that result was just a consequence of set-theoretic
properties of ordering.)

(2) For any short exact sequence of A-modules 0 Ñ M1 Ñ M Ñ M2 Ñ 0, M is Artinian if
and only if M1 and M2 are Artinian; again, the argument is the same as the argument
for the analogous statement in the case of modules.

(3) If A is Artinian, then A{I is Artinian for any ideal I and S´1A is Artinian for any
multiplicatively closed subset S of A.

{{

We will see that it turns out that Artinian rings are a very special kind of Noetherian
rings. Before arguing why this is the case, we will take the first step in exploring the special
properties of Artinian rings with the following remarkable fact which shows that being
Artinian is a very strong condition:
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Proposition 6.4.

If A is an Artinian commutative ring, then every prime ideal of A is maximal.

Proposition 6.4 is in notable contrast to the situation of even krxs, where p0q is prime but
not maximal.

The proof of Proposition 6.4 can be found here.

The following definition should suggest how we should be interpreting Proposition 6.4.

Definition 6.5.

Suppose A is a commutative ring and

p0 Ľ p1 Ľ p2 Ľ ¨ ¨ ¨ Ľ pn

is a strictly increasing chain of prime ideals of A. We say this chain has length n, and we
define the dimension of A, denoted dimA, to be the supremum of the lengths over all
such chains in A.

Note that the dimension of A is sometimes called the Krull dimension of A.

Example 6.6. (1) By Proposition 6.4, any Artinian ring A has dimension 0.

(2) In contrast, dimZ “ 1, since any strictly increasing chain of prime ideals of Z is of the
form Z is p0q Ĺ ppq for a prime integer p.

(3) If k is a field, dim krxs “ 1. {{

Note 6.7. The intuition behind Definition 6.5 is that we want that the polynomial ring
Crx1, . . . , xns over C is the algebro-geometric analog of the n-dimensional complex manifold
Cn. This is because it turns out the maximal ideals MaxpCrx1, . . . , xnsq, which are of the
form px1 ´a1, . . . , xn ´anq for some a1, . . . , an P C, turn out to be in bijection with the points
pa1, . . . , anq P Cn (we will not show this in these notes, but it is true), so it is reasonable that
the dimension of the collection of maximal ideals should be n. The dimension as defined in
Definition 6.5 has this property, which is suggested by the fact that the strictly increasing
sequence of prime ideals of

p0q Ĺ px1q Ĺ px1, x2q Ĺ ¨ ¨ ¨ Ĺ px1, . . . , xnq,

has length n. All of this can be made rigorous, but we will not do so here. But it is important
and useful to keep this intuition in mind when working with any rings or modules, let alone
those that are Artinian or Noetherian. {{

We will show that, in fact, the Artinian rings are precisely the 0-dimensional Noetherian
rings.

Proposition 6.8.

An Artinian ring A has only finitely many maximal (equivalently by Proposition 6.4,
prime) ideals.
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The proof of Proposition 6.8 can be found here.

Note 6.9. The geometric picture of Proposition 6.8 is that if A is Artinian then SpecA is a
finite discrete space.

Indeed, any finite topological space that is T1 (that is, such that all singletons are closed
sets) has the discrete topology, since any subset of a finite space is closed (as a finite union of
the closed singletons), which implies the topology on the set is the discrete topology. This is
the situation with an Artinian ring A, since by Proposition 6.4 every point in SpecA is a
maximal ideal, which is closed because V pmq is the set of prime ideals containing m, which
by maximality of m is the singleton tmu. And by Proposition 6.8 SpecA only has finitely
many points, so SpecA is finite with the discrete topology. {{

Note 6.10. However, if A is required to be Noetherian, then it is true that A is Artinian if
and only if SpecR is finite with the discrete topology, as we shall see. {{

Proposition 6.11.

If A is an Artinian ring, then
a

p0q “ JpAq — J , and this ideal is nilpotent, that is,
Jn “ 0 for some n.

The proof of Proposition 6.11 can be found here.

6.2 Artinian Modules and Composition Series

Let k be a field and let V be a finite-dimensional vector space over k, say of dimension d.
Let tx1, . . . , xdu be a basis for V . Now define

Vi “ spantx1, . . . , xiu.

Then

0 Ĺ V1 Ĺ V2 Ĺ ¨ ¨ ¨ Ĺ Vd “ V.

Then each quotient Vi`1{Vi is 1-dimensional. Here the “length” of this chain is d, which agrees
with the notion of dimension. Given what we know about chains of modules (with respect to
inclusion), we will now work to generalize the notion “dimension” to modules:

Definition 6.12.

Let R be a commutative ring and let M be an R-module. We say a chain

0 Ĺ M1 Ĺ M2 Ĺ M3 Ĺ ¨ ¨ ¨ Ĺ Md “ M

is a composition series if Mi`1{Mi is a simple R-module. We call the integer d the
length of this composition series.

Given the similarity to the definition of composition for series, many proofs regarding
composition series that we have already proven for groups can be slightly altered to apply to
the situation of modules.

Note that, in the case R “ Z above, the notion of composition series of Z-modules is the
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same as a composition series of abelian groups.

Proposition 6.13.

If M has a composition series of length d, then

(1) every composition series has length d, and

(2) every chain extends to a composition series.

Proposition 6.14.

Let M be a module over a commutative ring. Then

M has a composition series ðñ M is Noetherian and Artinian.

The proof of Proposition 6.14 can be found here.

Example 6.15. Consider R “ M “ krxs{px3q. Then

0 “ px3q Ă px2q Ă pxq Ă M

For each i P t0, 1, 2u, one can show xikrxs{px3q Ñ k via xif ÞÑ fp0q is an R-module
homomorphism with kernel xi`1krxs{px3q “ pxi`1q. Thus krxs{px3q has length 3. {{

Warning 6.16. We will soon show that if R is an Artinian ring then R is Noetherian ring.
However, this is not true for modules in general! Indeed, consider Example 6.17 below. �

Example 6.17. Consider R “ Z and let M be the Z-module Zr1{ps{Z. We claim this is
an Artinian module that is not a Noetherian module. To prove this, let us first classify the
submodules of M . Let us start by considering all subgroups of M when viewed as an abelian
group: For each n P Zě0, let

Mn “

!

a
pn

ˇ

ˇ

ˇ
a P Z

)

Z
.

We claim tMnu8
n“1 is all the subgroups of the abelian group M . To show this, let N be a

proper subgroup of M . Then there exists n P Zě0 such that for some a P Z, a{pn P N but
a{pn`i R N . Now

n “ mintm P Zě0 | pmN “ 0u.

Then N Ă Mn by definition of Mn, so we need to show Mn Ă N . We may assume a and p
are coprime so that a{pn is written in lowest terms. Since a and p are coprime, there exists
b P Z such that

N Q 1{pn “ p1 ` pn ¨ psome integerqq{pn “ ab ” 1 pmod pnq,

so ab{pn “ bpa{pnq P N . Thus 1{pn generates N . This gives us an infinite strictly increasing
ascending chain

0 “ M0 Ĺ M1 Ĺ M2 Ĺ M3 Ĺ ¨ ¨ ¨ ,

so M is not Noetherian.
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But every descending chain is of this form since we just showed the Mjs are all the submodules
of M , so any descending chain is of the form Mj Ľ Mj`1 Ľ ¨ ¨ ¨ Ľ 0, which stabilizes at 0.
Thus M is Artinian. {{

6.3 Artinian Rings

In this section, we lay much of the groundwork to prove the remarkable fact that Artinian
rings are precisely the zero-dimensional Noetherian rings. One inclusion follows quickly, and
can be seen as follows:

Corollary 6.18.

Artinian rings are 0-dimensional Noetherian rings.

The proof of Corollary 6.18 can be found here.

We now aim to prove the converse of Corollary 6.18, but there is some theory we must develop
first. The full proof (Theorem 6.52 below) will not be until the next section.

Lemma 6.19.

Let R be a commutative ring and suppose some finite product n1 ¨ ¨ ¨ nr of (not necessarily
distinct) maximal ideals in R is zero. Then

R is Artinian ðñ R is Noetherian.

The proof of Lemma 6.19 can be found here.

We now deduce another consequence of our work.

Corollary 6.20.

Any Artinian ring A is isomorphic to a finite direct product of local Artinian rings.

The proof of Corollary 6.20 can be found here.

Corollary 6.18 then proves the forward implication of the following theorem:

A ring A is Artinian if and only if A is Noetherian and dimA “ 0.

To prove the converse of Theorem 6.51, we will use the following theorem:

Any Noetherian ring A has only finitely many minimal prime ideals.

Proposition 6.21.

Theorem 6.52 implies Theorem 6.51.

The proof of Proposition 6.21 can be found here.
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Example 6.22. Consider A “ Crx, ys{pxyq. Then A is Noetherian but not Artinian: its
minimal primes are pxq and pyq, but A has infinitely many maximal ideals, for example,
px ´ a, yq or px, y ´ bq for a, b P C. (Note that px ´ a, y ´ bq for general a, b P C is not
necessarily even an ideal of A, since by the correspondence theorem ideals of Crx, ys must pull
back to ideals of A containing pxyq, but for instance xy Ă px ´ 1, y ´ 1q.) And its spectrum
SpecA is the union of coordinate axes, as elaborated upon by Note 6.23 below. {{

Note 6.23. Why are minimal primes significant? If A is any commutative ring, then

SpecA “ V pp0qq “ V p
a

p0qq “ V
´

č

pPSpecA
p
¯

pCorollary 11.9q
“ V

´

č

minimal
pPSpecA

p
¯

“
ď

minimal
pPSpecA

V ppq,

where the last inequality holds at least if the collection of minimal prime ideals of A is finite.

We say the V ppq for minimal primes p of A are the irreducible components of (the variety)
SpecA, to reflect the fact that these are the maximal irreducible subsets of the topological
space SpecA. By an irreducible set of a topological space we mean a set irreducible if it
cannot be written as a union of two proper closed subsets. {{

Let R be a commutative ring. In the previous section, we have shown the following facts
about R.

• R is Artinian ðñ R is Noetherian and dimR “ 0 ðñ SpecR “ MaxR.

• R is Artinian ùñ MaxR ă 8.

• R is Artinian ùñ |SpecR| ă 8. By the previous points, this is equivalent to
SpecR “ MaxR “ tm1, . . . ,mnu.

Is SpecR then Hausdorff? Yes, because mi “ V pmiq. This forces the topology on SpecR to
be the discrete topology. (Also, it turns out that if R is Noetherian then SpecR is Hausdorff.
This is left as an exercise.)

Example 6.24. This example shows that although all Artinian rings have finitely many
maximal ideals, the converse is not true.

Let R “ Crxspxq. Then R is not Artinian, since the chain of strictly descending ideals
pxq Ľ px2q Ľ px3q Ľ ¨ ¨ ¨ does not stabilize in R.

What is SpecR? Since pxq is prime in Crxs, so by Corollary 4.43 there is a bijection

SpecR ÐÑ tp P R | p Ă pxqu “ tp0q, pxqu.

What are the closed sets of SpecR? There are only four subsets to consider, and two of
them—SpecR and ∅—are always closed. Also tpxqu is closed, since tpxqu “ V ppxqq (since
the only elements of tp0q, pxqu containing pxq is pxq). On the other hand, tp0qu is not closed,
since p0q is contained in pxq, hence any ideal containing p0q must be contained in pxq (since
any ideal is contained in a maximal ideal, and pxq is the only maximal ideal!).

Thus, the finiteness of SpecR does not imply R is Artinian for general commutative rings
R. {{

Let R be a non-Noetherian ring. We can choose an ideal I inside R such that I is the only
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ideal of R{I. (Indeed, So I should not be a prime ideal because then R{I is a field, which does
not give a counterexample.) Consider I “ px21, x

2
2, x

2
3, . . . q. Then a prime ideal containing I is

m “ px1, x2, x3, . . . , q, which is the kernel of the map R Ñ C evaluating at the point txiu
8
i“1

at t0u8
i“1. Then if q is any other ideal containing I then q is a maximal ideal, meaning q “ p

because p is maximal and I is the only ideal so that p contains I.

This ring is then Noetherian but not Artinian because its spectrum is finite and discrete.

Proposition 6.25.

R is Artinian if and only if R is Noetherian and SpecR is finite with the discrete topology.

The proof of Proposition 6.25 can be found here.

Example 6.26. SpecQ – SpecC, SpecpCrxs{pxqq “ SpecpCrxsq{pxnq. But Crxs{pxq is a
field whereas Crxs{pxnq is not even an integral domain, so the notion of a ring’s spectrum is
not refined enough to recover the underlying ring.

Algebraic geometry adds more structure to the topological space SpecA for a commutative
ring A that does capture these differences, namely by making SpecA into a locally ringed
space. {{

6.4 Irreducible and Primary Ideals, and Primary Decompositions

The following definitions were historically motivated by attempts to generalize prime fac-
torization in rings other than the integers. And there is a more modern motivation that is
more geometric in nature, namely that these ideas provide a way to take an algebraic variety,
which could have several intersecting components, and to recover what those components are.

Definition 6.27.

An ideal I of a ring A is irreducible if whenever there exists ideals J1, J2 Ă A such that
I “ J1 X J2, either I “ J1 or I “ J2.

Example 6.28. In the case A “ Z we have I “ pnq “ pm1q X pm2q “ lcmpm1,m2q forces
pnq “ pm1q or n “ pm2q, n must be some prime power (up to sign) or n “ 0 (Check!).
If I “ J1 X J2, then V pIq “ V pJ1q Y V pJ2q, and irreducibility forces V pIq “ V pJ1q or
V pIq “ V pJ2q. (That is, irreducibility of I implies V pIq is irreducible as a topological
space.) {{

Irreducibility is especially useful in the case of Noetherian rings, as the following result shows.

Lemma 6.29.

In a Noetherian ring A, any ideal is a finite intersection of irreducible ideals.

The proof of Lemma 6.29 can be found here.

We now introduce primary ideals, which, like irreducibility, is another generalization of prime
powers of the integers, but is a distinct generalization, as we will see. (And in fact, we will
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show that in general irreducible implies primary, but not conversely.)

Definition 6.30.

An ideal q of A is called primary if q is proper and for all a, b P A, if ab P q and a R q,
then b P

?
q.

Equivalently, q is primary if and only if any zerodivisor in A{q is nilpotent.

The above definitions are indeed equivalent, as the following proposition shows.

Proposition 6.31.

The following are equivalent:

(1) p is primary.

(2) If y P R{p is a zerodivisor, then y is nilpotent.

The proof of Proposition 6.31 can be found here.

Example 6.32. Again taking A “ Z, the primary ideals are precisely those generated by the
prime powers or p0q, that is, is the same as the irreducible ideals. {{

Example 6.33. Likewise, if k is a field, then in krxs one can show for all ideals I that

I is primary ðñ I is irreducible ðñ I “ p0q or pppxq
k
q for some irreducible ppxq P krxs.

{{

The following lemma should not be so surprising after glancing at the definition of a primary
ideal, and indeed its proof is an argument by “following your nose”:

Lemma 6.34.

If q is a proper primary ideal of A, then p “
?
q is prime. We say q is p-primary, that is

q is primary and p is the prime ideal that is its radical.

The proof of Lemma 6.34 can be found here.

Thus every primary ideal has canonically attached to it a prime ideal given by its radical.
And in Z this just reflects the process of passing from a prime power to a prime itself.

Example 6.35. In contrast to the examples with Z or krxs for a field k, we have the following:

(1) A primary ideal is not necessarily a power of a prime ideal. For example, where k is a field
we can take A “ krx, ys and consider q “ px2, yq. Then A{q “ krx, ys{px2, yq – krxs{px2q,
which has all zerodivisors as nilpotent elements. Thus q is primary. Since

?
q “ px, yq,

we conclude q is px, yq-primary. But one can check that p2 Ĺ q Ĺ p, and that the only
prime powers that are options for q are pk. (For a similar example, see Exercise 11.1)

(2) A power of a prime is not even necessarily primary. Let A “ krx, y, zs{pxy ´ z2q and
p “ px, zq. Then p is prime (since the quotient A{px, zq – krys, which is an integral
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domain). But p2 “ px2, xz, z2q (where z2 “ xy) is not primary, since xy P p2 but x R p2

and yn R p2 (that is, y R
?
p2) for any n P Zě1. {{

Unfortunately, Example 6.35 shows that the primary-to-prime matchup we saw in the ring Z
does not hold in general.

Warning 6.36. Note that we are beginning to blur the distinction between ideals of A
and ideals in A{I for some ideal I, and any true mastery of the material should allow one
to understand from context which one we are referring to. We will try to be precise, but
sometimes with too much precision means not enough intuition. �

Example 6.37. If q Ă A is an ideal such that
?
q is maximal, then q is primary. To see this,

note that the nilradical of A{q is (the image of)
?
q, which is maximal. But the nilradical of

the ring is the intersection of all prime ideals of A{q. But we just said this is maximal, so
SpecpA{qq “ tqu. So, all elements of A{q lying in its unique maximal ideal

?
q are nilpotent

(because
?
q is the nilradical of A{q) and elements not in

?
q are units (because

?
q is the

unique maximal ideal of A{q, so any zerodivisor in A{q is nilpotent). {{

Example 6.38. We will show that all irreducible proper ideals are primary in Noetherian rings,
but the converse is not true in general. To see this, let k be a field and consider the Noetherian
ring krx, ys. The ideal px, yq2 is primary, but px2, xy, y2q “ px, yq2 “ px2, yq X px, y2q is not
irreducible. To see px, yq2 is primary, we can check directly or use Example 6.37 above. {{

Definition 6.39.

A primary decomposition of an ideal I in a commutative ring A is an expression of I
as a finite intersection of primary ideals of A, that is, an expression of the form

I “ q1 X ¨ ¨ ¨ X qn,

where qj is primary for each j P t1, . . . , nu.

We will soon show that they exist for Noetherian rings, and then talk about the extent to
which they are unique. We will also use this fact to finally prove that Artinian rings are
exactly the Noetherian rings of dimension 0.

6.4.1 Motivation for Primary Ideals

Let I be an ideal of a commutative ring R. It would be nice to build I out of other ideals.
If we are motivated by geometry, this would mean writing I as an intersection. If R is
Noetherian, we can always write I as a finite intersection of the form I “

Şn
j“1 Ij (Why?),

hence

V pIq “ V
´

čn

j“1
Ij

¯

“
ďn

j“1
V pIjq “

ď

j“1
V p

a

Ijq,

and the last equality motivates the following intuition: p is prime if and only if zerodivisors
of R{p are contained in p0q.

But using prime ideals to decompose our ideal I via intersections would not good enough to
think about intersections, since an intersection of a prime ideal with another prime ideal is
prime, so we do not recover non-prime ideals.
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But motivated by the last equality above, we can consider ideals p, which we will call primary
ideals, which are characterized as ideals q such that zerodivisors of R{q are contained in
a

p0q.

Warning 6.40. Note that Definition 6.30 is not equivalent to the statement that for all
x, y P p, if xy P p then both

(1) if x R p, then yn P p for some n.

(2) if y R p, then xn P p for some n.

In other words, definition of a primary ideal is not symmetric in x and y. �

Example 6.41. Let k be a field and consider R “ krx, ys. Then the ideal I “ px2, xyq is not
primary.

In order to understand the importance of computing the quotient, we consider the generator x2
of I, since it’s not immediately clear how quotienting by x2 affects the structure. Furthermore,
we only need to find one example of elements a, b P R where ab P I, a R I, and bn R I for any
positive integer n.

To that end, consider a “ x, b “ y. In this case xy P I, x R I, and y2 P I for all n P Zě1.

Note that this proves an example showing why Warning 6.40 is true, since yx P I, y R I, and
x2 P I, which would mean I is primary in the weaker definition.

Note that krx, ys is an example of when a radical of an ideal is a prime ideal: indeed,
?
I Ą pxq

(since xy P pxq). To see pxq Ă
?
I, if f P

?
I then fn P I “ px2, xyq, so fn “ xx2 ` βxy,

hence fnp0, yq “ 0. Thus fp0, yq “ 0, hence f P pxq, so pxq “
?
I, hence

?
I is prime. More

generally, we can consider Exercise 6.42. {{

Exercise 6.42.

Is the weaker condition given in Warning 6.40 equivalent to the condition that the radical
of I is prime?

If p is primary, then P –
?
p is prime. We say that p is P-primary.

Example 6.43. We continue with the notation of Example 6.41. We have I “ px2, xyq Ă

pxq X px2, yq, and if f P pxq then f “ αx “ βx2 ` γy, so x | γ “ βx2 ` γ1xy, which gives
the reverse inclusion. Hence I “ px2, xyq “ pxq X px2, yq. And krx, ys{px2, yq – krxs{px2q, so
f P krxs{px2q is a divisor of x2 ðñ f P pxq ðñ f 2 “ 0. {{

Warning 6.44. We show in Exercise 11.3 that pxq X px, yq2 “ px2, xy, y2qn, so Example 6.43
is an example that the primary decomposition is not unique. (However, some terms of the
intersection are the same, and in fact we will soon see a uniqueness statement for primary
decompositions that makes this precise.) �
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Lemma 6.45.

Let q be a p-primary ideal and let x P A.

(1) If x P q, then pq : xq “ A.

(2) If x R q, then pq : xq is also a p-primary ideal, hence
a

pq : xq “ p.

The proof of Lemma 6.45 can be found here.

6.5 Primary Ideals of a Localization

Let A be a commutative ring. We saw a way of transferring from prime ideals of A to prime
ideals of S´1A in Proposition 4.42. There is a useful analog of this result for primary ideals:

Proposition 6.46.

Let S be a multiplicatively closed subset of a commutative ring A and let p be a prime
ideal of A.

(1) If S X p “ ∅, there is a bijection

tp Ă S´1A that are S´1p-primaryu ÐÑ tp-primary ideals of Au.

In other words, the bijection is the same to that of Proposition 4.42: the primary
ideals of S´1A are in bijective correspondence (via the natural map j : A↠ S´1A)
with primary ideals of A disjoint from S.

(2) If S X p “ ∅ and q is p-primary, then S´1q “ S´1A.

The proof of Proposition 6.46 can be found here.

Proposition 6.47.

Let S be a multiplicatively closed subset of A and let I “
Şn
t“1 qt be a minimal primary

decomposition of I. Let pi “
?
qi for each i P t1, . . . ,mu and suppose the qi are indexed

such that S intersects pm`1, . . . , pn but not p1, . . . , pm. Then

S´1I “
čm

i“1
S´1qi and j´1

pIq “
čm

i“1
qi,

are minimal primary decompositions, where j : A Ñ S´1A is the natural map.

The proof of Proposition 6.47 can be found here.

6.6 Existence of Primary Decompositions in Noetherian Rings

We continue working with a fixed commutative ring A. Just like factorization into prime
powers in the case of A “ Z, we can ask about the existence and uniqueness of primary
decompositions. We have already shown that in a Noetherian ring, any ideal is a finite
intersection of irreducible ideals, so if we can show that irreducible ideals are primary then
we get primary decompositions in Noetherian rings for free.
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Lemma 6.48.

If A is Noetherian, then any irreducible ideal is primary.

By our above comment, we get the following corollary for free.

The proof of Lemma 6.48 can be found here.

Corollary 6.49.

Any ideal in a Noetherian ring has a primary decomposition.

In this section we continue to work with a fixed commutative ring A, and we consider a given
ideal I that admits a primary decomposition

I “ q1 X ¨ ¨ ¨ X qn

for some n P Zě1. Recall that for all j P t1, . . . , nu, pj –
?
qj is a prime ideal of A (containing

qj, hence containing I).

This first feature is common to any choice of primary decomposition:

Lemma 6.50.

For any prime p Ą I that is minimal (with respect to inclusion) among primes containing
I, we have p P tp1, . . . , pnu.

The proof of Lemma 6.50 can be found here.

We can now finally prove Theorem 6.51 which we restate for convenience:

A ring A is Artinian if and only if A is Noetherian and dimA “ 0.

As we mentioned when we first stated this theorem, the forward direction is just Corollary 6.18,
so it suffices to show the reverse implication. By Theorem 6.52, it suffices to show A has
finitely many minimal prime ideals, which amounts to proving the following theorem:

Any Noetherian ring A has only finitely many minimal prime ideals.

Proof of 6.51. By Corollary 6.49, p0q has a primary decomposition, say p0q “ q1 X ¨ ¨ ¨ qn. By
Lemma 6.50, any minimal prime p Ă A belongs to t

?
q1, . . . ,

?
qnu which is a finite set.

This completes the proof that a commutative ring A is Artinian if and only if A is a
0-dimensional Noetherian ring.

6.7 Uniqueness of Primary Decompositions

To formulate general uniqueness statements, we use the following definition:
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Definition 6.53.

A primary decomposition I “ q1 X ¨ ¨ ¨ X qn is reduced (or minimal) if

(1) For all i ‰ j,
?
qi ‰

?
qj. (For example p12q “ p2q X p3q X p4q “ p3q X p4q, but only

the last expression satisfies this condition, since
a

p2q “
a

p2q “ p2q.)

(2) For all i, qi Ą
Ş

j‰i qj. (The example in the previous point works here too, since
p2q Ą p3q X p4q “ p12q because 2 divides 12.)

Lemma 6.54.

If an ideal I has a primary decomposition, then I has a minimal primary decomposition.

The proof of Lemma 6.54 can be found here.

The above proof is constructive, meaning that if we are given some primary decomposition then
we can apply the algorithm described in the proof to obtain a reduced primary decomposition
from it.

Definition 6.55.

Suppose I has a reduced primary decomposition I “ q1 X q. Define the associated
primes of I by

AsspIq – t
?
q1, . . . ,

?
qnu.

We denote by MinpIq the set of minimal primes of R{I viewed in A, and call MinpIq

the isolated primes of A. (That is, by the correspondence theorem, MinpIq is the set
of primes in A containing I that are minimal with respect to inclusion.) We have seen
MinpIq Ă AsspIq for any choice of primary decomposition. We call AsspIq ∖MinpIq the
embedded primes of A.

Note 6.56. There are very good geometric reasons for the above terminology.

• We say “isolated” since the minimal primes p0 are such that V pp0q is an irreducible
component of the algebraic set V pIq, hence is “isolated” from the other irreducible
components V pp1

0q for p1
0 P MinpIq. Indeed, by definition of an irreducible set in a

topological space, the intersection V pp0q X V pp1
0q must be one of ∅, V pp0q, or V pp1

0q;
after thinking about this for a moment, it should become evident that the only possibility
is ∅. Hence p0 is indeed “isolated” in the sense that V pp0q is disjoint from every other
irreducible component V pp0q of the algebraic set V pIq.

• We say “embedded” because the embedded primes are “inside” the isolated primes, since
to say p P AsspIq ∖MinpIq means that there exists p0 P AsspIq such that p contains
p0, hence p P V pp0q. Geometrically, this means p lives in the component V pp0q of the
variety SpecA. {{

Warning 6.57. In commutative algebra, we say these are the associated primes of I. But in
algebraic geometry, we instead call these the associated primes of R{I. �
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Definition 6.55 is justified by part (1) of the following theorem.

Theorem 6.58: Uniqueness of Primary Decompositions up to Associated
Primes.

Suppose an ideal I of a commutative ring A has a primary decomposition (or equivalently
by Lemma 6.54, a minimal primary decomposition), and let

I “ q1 X ¨ ¨ ¨ X qn

be the corresponding minimal primary decomposition. Then:

(1) AsspIq is independent of the choice of minimal primary decomposition of I.

(2) For any reduced primary decomposition of I, the qis for which
?
qi P MinpIq are

independent of the choice of primary decomposition. (But the other components are
not, and by Exercise 11.3 we get infinitely many reduced different ones, but each has
the same qs.)

The proof of Theorem 6.58 can be found here.

Note 6.59. Let A be a commutative ring and I an ideal of A. Suppose I has a primary
(hence, a reduced primary) decomposition, say I “ q1X¨ ¨ ¨Xqn. We defined Ass I “

␣?
qi
(n

i“1
.

At first glance, this depends on the choice of primary decomposition, but by Theorem 6.58(1)
this set is independent of the choice of reduced primary decomposition of I. In addition,
Theorem 6.58(2) states that for those i such that

?
qi are minimal primes containing I,

then not only does
?
qi appear but also the full primary component qi itself appears in any

primary decomposition of I. (So it is canonically associated with I, since it is in all reduced
decompositions, hence is independent of choice.) This means there are two types of elements
in the AsspIq, namely

Ass I “
␣minimal primes

containing I

(

>
␣

“embedded”
primes

(

. {{

Example 6.60. Let k be any algebraically closed field, A “ krx, ys, and I “ py2, xyq.
We picture SpecpA{Iq as the “x-axis with fuzzy origin.” To see this, we ask the following
question: Given a polynomial fpx, yq P A, what can we recover about fpx, yq when passing
to fpx, yq pmod Iq? Recall fpx, yq pmod Iq is of the form fpx, yq pmod Iq “ a0 ` a1x ` ¨ ¨ ¨ `

anx
n ` b1y (since all other terms are in I). Note that this expression for fpx, yq precisely

gives the full behavior of f along the x-axis, but also the behavior of fpx, yq along the y axis
only at the origin p0, 0q (more precisely, it tells us the first derivative of f in the y direction at
the point p0, 0q). So, the fuzzy point is pointing “vertically” in the plane. But we can get any
directional derivative at the origin by taking linear combinations of the partial derivatives,
which means we can recover the information of f on the x-axis, together with derivatives in
all directions at p0, 0q. This is why we put a fuzzy point at the origin, to indicate that the
local behavior is known. (If we know the behavior of the second derivative too, the fuzzy
point would be “bigger,” since we know more information.) {{

Example 6.61. Consider the following two primary decompositions of I:

I “ pyq X px, y2q “ pyq X px, yq
2.
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Then we have the following:

• The associated primes are in both cases tpyq, pxyqu; compare part (1) of the theorem.

• g1 – pyq is a minimal prime containing I (px, yq — p2 is not), and the primary component
q1 “ pyq corresponding to g1 is the same in both decompositions (the q2s are different);
compare part (2) of the theorem.

• The associated point px, yq ÐÑ origin, which is “embedded“” in the x-axis, whereas
pyq Ø the x-axis. {{

The following corollary is then an application of point (1) of the above theorem.

Corollary 6.62.

Let A be any ring where p0q has a primary decomposition (for example, any Noetherian
ring). Then

ZD “ t0u Y tzerodivisors of Au “
ď

pPAssp0q
p.

In particular, if p0q “ q1X¨ ¨ ¨Xqn is a reduced primary decomposition, then ZD “
Ťn
j“1 pj ,

where pi “
?
qi.

The proof of Corollary 6.62 can be found here.

The following corollary then follows, and is helpful to keep in mind.

Corollary 6.63.

If A is any reduced Noetherian ring,

ZD “
ď

minimal
p P SpecA

p.

The proof of Corollary 6.63 can be found here.

6.8 Homework 11

Exercise 6.64: 11.1.

In the polynomial ring Zrxs, show that m “ p2, xq is a maximal ideal, and p4, xq is
m-primary but is not a power of m.

A solution to Exercise 6.64 can be found here.

Exercise 6.65: 11.2.

Let A be a commutative ring, and let q1, . . . , qn be p-primary ideals for a prime ideal p.
Show that

Şn
j“1 qj is also a p-primary ideal.

A solution to Exercise 6.65 can be found here.
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Exercise 6.66: 11.3.

Let A “ krx, ys for a field k. Consider the ideal I “ px2, xyq of A. Set p “ pxq and for all
n P Zě2 set qn “ px2, xy, ynq.

(a) Show that p and qn are primary, and I “ pXqn is for each n a primary decomposition
of I.

(b) Determine the associated primes of I, and check directly that the (infinitely many)
primary decompositions exhibited in part (a) all yield the same set of associated
primes.

A solution to Exercise 6.66 can be found here.

Exercise 6.67: 11.4.

Let A be a commutative ring and let M be an A-module. We say M is free if there exists
an A-module isomorphism of M onto the direct sum

À

I A for some set I. In this case,
we call the cardinality of I the rank of M (over A). Show that the rank is well-defined.
That is, prove that if M is a free module M –

À

J A for some other set J as well, then I
and J have the same cardinality. Hint: Reduce to the corresponding statement (which
you may assume) for bases of a vector space by reducing modulo a maximal ideal of A.

A solution to Exercise 6.67 can be found here.

Exercise 6.68: 11.5.

(a) Let A be a ring, and let P –
À

I A be a free A-module on a set I. Show that for any
A-module surjection π : M Ñ P , there is an (injective) A-module section s : P Ñ M ,
and that M “ kerpπq ‘ spP q.

(b) Show that if A is a PID and M is a free module of finite rank d over A, then any
A-submodule N Ă M is a free module over A of some rank d1 ď d. Hint: Induct on
d; for the induction step, consider a projection π : M Ñ A‘pd´1q and apply part (a)
to the restriction π|N : N Ñ πpNq.

A solution to Exercise 6.68 can be found here.

7 Factorization

7.1 Irreducible and Prime Elements

Definition 7.1.

Let R be a ring, let x P R∖Rˆ be nonzero.

(1) We say x is irreducible in R if for all y, z P R, if x “ yz then y P Rˆ or z P Rˆ.

(2) We say x is prime in R if pxq is a prime ideal. Equivalently, if x | yz, then x | y or
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x | z.

Example 7.2. (1) If R “ Z, then

x is irreducible in Z ðñ x is prime in Z ðñ x P t˘p | p is a prime integeru.

(2) If R “ Z{6Z “ t0, 1, 2, 3, 4, 5u, then the primes are 2, 3, 4. But 4 “ 2ˆ2, 3 “ 3ˆ3, and
2 “ 4ˆ2, hence are not irreducible.

(3) If R “ Zr
?

´5s and 2 “ pa ` b
?

´5qpc ` d
?

´5q, then 4 “ pa2 ` 5qpc ` d
?

´5q, so
4 “ pa2`��5b2qpc`��5d2q, forcing 2 “ ac, so 2 is irreducible. And 2 | 6 “ p1`

?
´5qp1´

?
´5q,

so 2 is not prime. {{

Lemma 7.3.

If R is an integral domain, then every prime is irreducible.

The proof of Lemma 7.3 can be found here.

7.2 Unique Factorization Domains (UFDs)

Let R be an integral domain. Suppose x is irreducible but not prime. Then there exist
y, z such that x | yz. So there exists w such that xw “ yz. Now suppose we can factor y
and z as products of irreducible elements as y1 ¨ ¨ ¨ yn and z “ z1 ¨ ¨ ¨ zm, respectively. Then
xw1 ¨ ¨ ¨wn “ y1 ¨ ¨ ¨ ynz1 ¨ ¨ ¨ zn. So, if x is irreducible but not prime, then x has some factor
that can be factored in more than one way up to multiplication by units.

Using Theorem 5.22 as inspiration, consider the following definition.

Definition 7.4.

Let R be an integral domain. We say R is a unique factorization domain (UFD) (or
less commonly, R is factorial) if

(1) If x ‰ 0, then there exists u P Rˆ and irreducible elements x1, . . . , xn P R such that

x “ ux1 ¨ ¨ ¨ xn.

(For example, we can factor 6 as 3ˆ2. Or we can factor 6 as p´2qˆp´3q).

(2) If x “ ux1 ¨ ¨ ¨ xn “ xu1x1
1 ¨ ¨ ¨ x1

m, then
– m “ n, and

– there exists σ P Sn and units w1, . . . , wn such that for all i, xi “ wix
1
σpiq.

Warning 7.5. There are rings, however, where you can have an irreducible element that has
no factorization, but such that for which all elements that do have factorizations have unique
factorizations. Although any factorization in these rings is unique, they are technically not
UFDs by definition. The ring Zrtxr | r P Qě0us is an example of such a ring. �

Example 7.6. • Z is a UFD.
• PIDs are UFDs (the proof is similar to that of Z).
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• If R is a UFD, then so is Rrxs, and thus so is Rrx1, . . . , xns for any n P Zě1.

• Since Z is a UFD and Zrxi1 , . . . , xins embeds in Zrx1, x2, . . . s, because any f P

Zrx1, x2, . . . s is a finite sum we know f P Zrxi1 , . . . , xins for some choice of indices,
so f can be factored uniquely.

• Zris, Zr
?
2s, Zr

?
´2s, Zre2πi{3s, Zrφs where φ “ p1 `

?
5q{2. More generally, Zrp1 `

?
´nq{2s or Zr

?
´ns is a UFD when n “ 7, 11, 19, 43, 67, 163. (Interesting historical

note: this was proven by a high school teacher in the 1950s, but his proof was not
universally accepted until after his death.) {{

We can also give several non-examples.

Example 7.7. • Zr
?

´5s is not a UFD, since 1 ˘
?

´5, 2, 3 are irreducible but 6 “

p1 `
?

´5qp1 ´
?

´5q “ 2 ¨ 3.

• Crx, y, z, ws{pxy ´ zwq is not a UFD. Indeed, in this ring we have xy “ zw but x ‰ y, z
and y ‰ z, w (and none are units), so the element xy “ zw has non-unique factorization
into irreducible up to a unit.

• Rrx2, x3s, the polynomial ring whose elements have no terms of degree 1, is not a UFD,
since x6 “ x2x2x2 “ x3x3. {{

Although the following statement is conjectured to be in the affirmative, it still remains an
open question:

Conjecture 7.8. There are infinitely many square-free integer n such that On is a UFD,
where

On “

#

Zr
?
ns if n ı 1 pmod 4q,

Z
”

1`
?
n

2

ı

if n ” 1 pmod 4q.

For n negative in the above conjecture, there are only finitely many integers such that Zr
?

´ns

is a UFD; such an integer n is called a Heegner number, and the set of Heegner numbers
is precisely t1, 2, 3, 6, 11, 19, 43, 67, 163u. (See also the example with the historical note.)

Theorem 7.9.

Let R be an integral domain. Then R is a UFD if and only if both

(1) any nonzero element of R has a factorization, and

(2) irreducible elements are prime elements (that is, generate prime ideals).

The proof of Theorem 7.9 can be found here.

Example 7.10. Suppose x, y, z P Z satisfy x2 `y2 “ z2 in Z. Then in Zris, px` iyqpx´ iyq “

pπ1 ¨ ¨ ¨ πnq2, hence px ` iyq “ β2 “ pa ` biq “ pa2 ´ b2q ` ip2abq. This therefore gives us
a parameterization of the Pythagorean triples. (Historical note: a mathematician in 1847
posted an erroneous “proof” of Fermat’s last theorem, as it assumed all rings are UFDs.) {{
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7.3 Factoring Polynomials

We now discuss how unique factorization passes from a ring A to a polynomial ring Arxs.

Let A be a UFD. We claim that Arxs is also a UFD, and this will increase our stock of
established UFDs. Our current stock includes

• Any PID is a UFD (see Exercise 12.2). Thus Z, Zris, Zrxs, krxs for any field k, are all
UFDs.

• A polynomial ring over a PID is typically not a PID, but is a UFD (see Exercise 12.2).
For example, Zrxs has non-principal ideal p2, xq, but is a UFD. So, this source of UFDs
will not get us to an example like Zrxs.

Note that any PID is a UFD, but not conversely. For example, Zrxs is a UFD, but not a
PID, for example by considering the ideal p2, xq.

The following is the UFD analog of Hilbert’s basis theorem:

Theorem 7.11.

If A is a UFD, then so is Arxs, and hence so is Arx1, . . . , xns for any n P Zě1. In particular,
krx1, . . . , xns and Zrx1, . . . , xns are UFDs for any field k.

To prove Theorem 7.11, we will argue that since A is an integral domain, and thus has a
fraction field FracpArxsq (by Exercise 12.2) is a UFD, and then pull unique factorizations
from the fraction field back to a unique factorization in Arxs.

Before giving the proof, we first give some useful definitions.

Definition 7.12.

Let A be a UFD.

(1) For any prime (equivalently by Theorem 7.9, irreducible) element p of A and a P

FracpAq ∖ t0u, we can write a “ pr ¨ b
c
, where r P Z, b, c P A, and p ∤ bc. Then r is

uniquely determined by a, and we define the valuation of a with respect to p to be
r, and denote it

ordppaq – r,

and by convention we set ordpp0q – 8. In particular, ordp defines a group homo-
morphism ordp : FracpAqˆ Ñ Z.

(2) Set k – FracA. For any f P krxs ∖ t0u, set ordp f “ minipordppaiqq, where fpxq “

anx
n`¨ ¨ ¨`a0. For example, in the case fpxq “ x`1{p, we have ordppx`1{pq “ ´1,

and if fpxq “ px2 ` p3, then ordpppx
2 ` p3q “ 1.

(3) Fix a choice p of prime element generating each principal prime ideal of A. For any
f P krxs ∖ t0u, we define the content of f , denoted cpfq, as

cpfq –
ź

prime elements
pPA, up to units

pordppfq.
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For example if A “ Z and fpxq P Zrxs is given by fpxq “ 30x2 ` 45x ` 125, then
since ordppfq “ 0 for all p ‰ 5 and ord5pfq “ 1, so

cpfq “ 5ord5pfq
“ 51 “ 5.

Observe that for any f we can write

f “ fpcq ¨ f1,

where cpf1q “ 1. That is, f1pxq P Arxs (that is, there are no negative powers of primes
in the coefficients of f1), and the coefficients have no common prime factors. We say
that any polynomial satisfying the same conditions as f1 are primitive. For example,
the polynomial fpxq “ 30x2 ` 45x ` 125 is not primitive, but f1pxq “ 6x2 ` 9x ` 25
is primitive, and fpxq “ 5f1pxq “ cpfqf1pxq.

Proposition 7.13: Gauss’s Lemma.

If f, g P krxs ∖ t0u, then cpfgq “ cpfqcpgq.

The proof of Proposition 7.13 can be found here.

(The less formal way of stating the above argument is that if you start with the highest order
terms, first find terms in each that are not divisible by p, then the terms corresponding to
the sum of those degrees in the product will not be divisible by p, then you can repeat this
process for the next highest degree terms, and so on.)

To show Arxs is a UFD, we will combine Proposition 7.13 with the fact that krxs is a UFD.

Corollary 7.14.

For f P Arxs, if f factors over k, then f factors over A. That is, if f is reducible in krxs,
then f is reducible in Arxs.

The proof of Corollary 7.14 can be found here.

Note 7.15. For primitive polynomials f1 P Arxs, then the converse is certainly true. (The
reason we are not saying for any polynomial f is because f may be a unit in krxs, that is, f
may be some element of A). {{

We can now prove Theorem 7.11, which we restate for convenience:

Theorem 7.16: Gauss’s Lemma.

If A is a UFD then Arxs is a UFD, and moreover the prime elements of Arxs are the
prime (equivalently, irreducible) elements of A together with the primitive polynomials in
Arxs that are irreducible in krxs.

The proof of Theorem 7.16 can be found here.
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7.4 Strategies for Proving Irreduciblity

The following is an easy-to-prove fact in Zrxs whose generalization is pretty much the same.

Theorem 7.17.

Let f P Zrxs and f “ anx
n ` an´1x

n´1 ` ¨ ¨ ¨ ` a1x ` a0, and let p be a prime. Assume

• p ∤ an, and

• f pmod pq is irreducible in pZ{pZqrxs.

Then f is irreducible in Qrxs.

The proof easily generalizes to the following.

Theorem 7.18.

Let A be an integral domain and f P Arxs. Let I be any ideal of A and assume

• leading coefficient of f R I, and

• f pmod Iq is irreducible in pA{Iqrxs.

Then f is irreducible in pFracAqrxs.

The proof of Theorem 7.18 can be found here.

We also have the following.

Theorem 7.19: Rational root test for Z.

Let f P Zrxs, f “ anx
n ` ¨ ¨ ¨ ` a0 and let a{b be a root in Q. Then if fpa{bq “ 0 and

pa, bq “ 1, then a | a0 and b | an.

Theorem 7.20: Eisenstein’s Criterion for Z.

Let f P Zrxs, f “ anx
n ` ¨ ¨ ¨ ` a0 and let p be a prime. Assume

(1) p ∤ an,
(2) p | a0, a1, . . . , an´1, and

(3) p2 ∤ a0.

Then f is irreducible in Qrxs.

Example 7.21. • xn ´ p is irreducible.

• px2 ´ p “ ppx ´ 1qpx ` 1q.

• x2 ´ p2 is reducible

• So (1) of Eisenstein’s Criterion is necessary. (Why?).

• And fpxq “ 1 ` x ` x2 ` ¨ ¨ ¨ ` xp`1 “ xp´1
x´1

.
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• Now consider fpx ` 1q. We have

fpx`1q “
px ` 1q? ´ 1

px ` 1q ´ 1
“

řp
i“0 x

i ´ 1

x
“
ÿp´1

i“0

ˆ

p

x ` 1

˙

xi “ xp´1
`

ˆ

p

1

˙

xp´2
`

ˆ

p

2

˙

xp´3
`¨ ¨ ¨`p,

so p |
`

p
i

˘

for all i P t0, . . . , p´ 1u. Thus by Eisenstein’s Criterion, fpx` 1q is irreducible,
hence fpxq is too.

• Let f1pxq “ x2 ` 2x ` 6 (so p “ 2). And f2pxq “ x2 ` 3x ` 6 (so p “ 3). What about
over R “ Zr

?
´5s. Then f1 is irreducible since f1pxq “ px ` p1 `

?
´5qqx ` p1 ´

?
´5q.

So the current state of Eisenstein’s Criterion does not work for general rings. {{

We can generalize Eisenstein’s Criterion via prime ideals to integral domains as follows:

Theorem 7.22: Eisenstein’s Criterion for Integral Domains.

Let A be an integral domain and fpxq “ anx
n ` ¨ ¨ ¨ ` a1x ` a0 P Arxs. Suppose there

exists a prime ideal p in A such that:

• an R p,

• a0, . . . , an´1 P p,

• a0 R p2.

Then fpxq cannot be written as a product of two positive degree polynomials in Arxs. If
in addition to (1-3) above, fpxq satisfies

(4) fpxq is primitive in Arxs,

then fpxq is irreducible in Arxs.

The proof of Theorem 7.22 can be found here.

Theorem 7.22 allows us to factorize polynomials over rings like Zr
?

´5s, which before this
point we were unable to do. For example, if x2 ` 2x` 6 “ px` p1 `

?
´5qqpx` p1 ´

?
´5qq,

and p “ p2, 1 `
?

´5q, p2 “ p4, 2 ` 2
?

´5,´4 ` 2
?

´5q “ p2q, so x2 ` 2x ` 6 is irreducible
over Zr

?
´5s.

For another example in Zr1 `
?

´5s, consider f “ x2 ` 3x ` 6. Then p “ p3, 1 `
?

´5q, and
we can compute p2 “ p´2`

?
´5q. (Alternatively, we can check 6 R p2). Then by Eisenstein’s

Criterion, f is irreducible over Zr1 `
?

´5s.

The utility of Eisenstein’s criterion in the case of UFDs is strengthened by Gauss’s lemma,
which allows us to drop the primitive hypothesis:

Theorem 7.23: Eisenstein’s Criterion for UFDs.

Let A be a UFD and letfpxq “ anx
n ` ¨ ¨ ¨ ` a1x` a0 P Arxs. If there exists a prime ideal

p in A such that

(1) an R p,

(2) a0, . . . , an´1 P p, and
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(3) a0 R p2,

then fpxq is irreducible in FracpAqrxs (hence fpxq is also irreducible in Arxs).

These two theorems clearly delineate the criteria and conclusions for Eisenstein’s Criterion in
the contexts of integral domains and UFDs separately. This separation helps avoid confusion
and makes the conditions and implications in each case more apparent.

The following theorem then proves the rational root theorem for Z, and generalizes it to
arbitrary integral domains:

Theorem 7.24: Rational Root Test for UFDs.

Let R be a UFD, let k “ FracpRq, and let f P Rrxs. Then if fpa{bq “ 0 for some coprime
a, b P k, then b | an and a | a0.

The proof of Theorem 7.24 can be found here.

7.5 Hensel’s Lemma Over the Integers

We now discuss Hensel’s lemma. Hensel’s lemma is a generalization of Newton’s Method
(also called the Newton-Raphson Method), which is a classical method for approximating
roots of polynomials. The algorithm is as follows:

• Start with an initial guess x0 for the root of the equation.

• For each n P Zě1, let xn`1 “ xn ´
fpxnq

f 1pxnq
, where f 1 is the formal derivative of f (that is,

f 1 is obtained from f by applying the power rule for each term of f).

• Then x – limnÑ8 xn is a root of f .

• Output the final value of x as the approximate root of the equation.

Example 7.25. Consider fpxq “ x2 ´ 7, x0 “ 1, fpx0q “ ´2ˆ3, then x1 “ 1 ´ ´6
4

“ 4,
and fpx1q “ 9. One can check x2 “ 23{8, fpx2q “ 81{64 and fpx2q “ 81

64
“ 34

64
, x3 “ 977

360
,

and fpx3q “ 6561
135424

“ 38

135424
. So we seem to be getting higher and higher powers of 3 in the

numerator of fpx3q, as n increases.

Let us now make this observation formal with Hensel’s Lemma. Note that we say a polynomial
f is monic if its leading coefficient (the coefficient on the monomial term of f of the highest
degree) is 1. {{

Theorem 7.26: Hensel’s Lemma.

Let f P Zrxs be a monic polynomial and let a P Z. Then if p is a prime integer such that

(1) fpaq ” 0 pmod pq and

(2) f 1paq ı 0 pmod pq,

then for all n P Zě1, there exists a unique an P Z{ppn`1q such that fpanq ” 0 pmod pn`1q
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and an ” an´1 pmod pnq.

The proof of Theorem 7.26 can be found here.

In other words, Hensel’s lemma says that if you have a simple root, that is, a root of
multiplicity/order 1, then you can lift that root to a root of f modulo p, modulo p2, modulo
p3, and to a root modulo pn for any n P Zě1.

Example 7.27. Consider Rrx, εs{pε2q, where fpxq “
ř

anx
n

fpx ` εq “
ÿ

anpx ` εqn “
ÿ

anpxn ` nεxn´1
q

1

ε
pfpx ` εq ´ fpxqq “

ÿ

annx
n´1,

so the derivative limtÑ0
1
t
pfpx` tq ´ fptqq equals 1

ε
pfpx` εq ´ fpεqq. Thus we can think of ε

as “infinitely small”. {{

7.6 Homework 12

All rings are still commutative in this problem set. You often see the following definition of
associated prime.

Definition 7.28.

Let A be any commutative ring, and let M be an A-module. A prime ideal p of A is
associated with M if it is the annihilator of one of its elements, that is, if for some
x P M we have

p “ AnnApxq “ ta P A | ax “ 0u.

Exercise 7.29: 12.1.

Let A be a nonzero commutative Noetherian ring, let

p0q “ q1 X ¨ ¨ ¨ X qn

be a reduced primary decomposition of p0q, and let pi “
?
qi for each i.

(a) Show that for any nonzero xi P
Ş

j‰i qj, AnnApxiq Ă pi.

(b) We showed in Exercise 10.2(a) that there exists m P Zě1 such that pmi Ă qi. Deduce
that p

Ş

j‰i qjq¨pmi “ 0. Replacing m with the least integer such that p
Ş

j‰i qjq¨pmi “ 0,
verify that for any xi P p

Ş

j‰i qjq ¨ pm´1
i , AnnApxiq Ą pi.

(c) Conclude that

Asspp0qq “ tp P SpecpAq | p “ AnnApxq for some x P Au

— tprime ideals of A associated with Mu

In other words, for M “ A, the associated primes of M are what we have previously
written as Asspp0qq, that is, the associated primes of the zero ideal in A.

A solution to Exercise 7.29 can be found here.

Version of February 5, 2024 at 11:53am EST Page 84 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 8.1: Structure Theorem for Finitely Generated Modules Over a PID

Exercise 7.30: 12.2.

Show that any PID is a UFD.

A solution to Exercise 7.30 can be found here.

Exercise 7.31: 12.3: Hensel’s Lemma Over the Integers.

Let fpxq P Zrxs be a nonzero monic polynomial and let p be a prime integer. Suppose f
has a simple root at some a0 P Z{ppq, which means

• fpa0q “ 0 in Z{ppq and

• f 1pa0q ‰ 0 in Z{ppq.

Show that for any n P Zě1 there is a unique an P Z{ppn`1q satisfying

• fpanq “ 0 in Z{ppn`1q and

• an “ an´1 in Z{ppnq.

We say an is a lift of a0 to a solution over Z{ppn`1q. Hint: Use “Newton’s method,”
inductively defining an “ an´1 ´ fpan´1q ¨ pf 1pan´1qq´1 in Z{pn`1Z.

A solution to Exercise 7.31 can be found here.

Exercise 7.32: 12.4.

Use Hensel’s lemma to calculate all solutions in Z{p125q to the equation x3 ` 3x ` 1 “ 0.

A solution to Exercise 7.32 can be found here.

Exercise 7.33: 12.5.

(a) Show that the polynomials x4 ` 1 and x6 ` x3 ` 1 are irreducible in Qrxs.

(b) Is the polynomial x2 ` y2 ´ 1 irreducible in Qrx, ys? In Crx, ys?

A solution to Exercise 7.33 can be found here.

8 Modules Over PIDs

8.1 Structure Theorem for Finitely Generated Modules Over a PID

Let A be a fixed PID. Recall from Exercise 11.4 that the rank of a free module M , which
we will denote rkM , is well-defined. Moreover we showed that if F is a free A-module and
π : M ↠ F is a surjective A-module homomorphism, then π has a section (so M – F ‘kerπ).
If A is a PID and F is a free A-module of rank d, then any A-submodule F 1 Ă F is also free
of some rank d1 ď d.
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Definition 8.1.

Let M be an A-module. We define the torsion submodule of M , denoted TorpMq, by

TorpMq “ tm P M ∖ t0u | am “ 0 for some a P A∖ t0uu.

Note that we require elements of TorpMq to be nonzero, since otherwise TorpMq “ M .
We say M is torsion-free if TorpMq “ 0.

Lemma 8.2.

Let A be an integral domain. Then for any A-module M , M{TorpMq is torsion-free.

The proof of Lemma 8.2 can be found here.

Proposition 8.3.

If M is torsion-free, then M is free.

The proof of Proposition 8.3 can be found here.

Warning 8.4. The following fact is completely false if M is not finitely generated or if A is
not a PID; there are counterexamples in either case! �

Corollary 8.5.

M is isomorphic to a direct sum F ‘ T , where F is a free module and T is the torsion
submodule of M . In particular, the quotient module M{TorpMq is free.

The proof of Corollary 8.5 can be found here.

Definition 8.6.

Let I be any ideal of A. Define the I-torsion submodule of M , denoted by M rIs, as
the set of elements of M that are annihilated by some nonzero element of I. Formally,

M rIs – tm P M | am “ 0 for some nonzero a P Iu.

Warning 8.7. Although they may seem similar at first, M rIs is very different from AnnIpMq!
�

Note that the I-torsion is a submodule of M : If m P M , a P A, and a1 P A∖ t0u kills m, then
aa1 P I and is nonzero (since A is an integral domain), and a1pamq “ apa1mq “ a ¨0 “ 0, hence
am P M rIs. Additionally, if m,m1 P M rIs and a, a1 P I ∖ t0u such that am “ 0, a1m1 “ 0,
then aa1 P I is nonzero and aa1pm ` m1q “ a1pamq ` apa1m1q “ 0, so m ` m1 P M rIs.

Definition 8.8.

Let p be a prime element of A (that is, ppq P SpecA), and define the p-infinity torsion
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submodule of M to be

Mp8 –
ď8

n“1
M rppnqs “ tm P M | pnm “ 0 for some n P Zě0u.

Note that Mp8 is also a submodule of M , by the same argument for M rIs.

Note 8.9. If A “ Z, then M is an abelian group, and Mp8 is the Sylow p-subgroup of M .
Note that showing the Sylow subgroup is actually a subgroup and in this case it is two lines
(that is, the proof that I-torsion is a submodule, or in this case a subgroup). This tells us
that the above definitions are reasonable notions for us to use when further developing theory,
since it allows us to recover other known results. {{

Lemma 8.10.

Mp8 “ 0 for all but finitely many ppq P SpecA.

Proof of 8.10. See here.

We now present the main structure theorem for finitely generated modules over a PID, and
we will follow it up with several of its variants, consequences, and applications:

Theorem 8.11: Structure Theorem for Finitely Generated Modules over a
PID.

Let M be a finitely generated module over a PID A.

(1) There exist unique r, s P Zě0, q1, . . . , qs P A such that q1 | q2 | ¨ ¨ ¨ | qs and

M – A‘r
‘
às

i“1
A{pqiq.

The sequence q1 | q2 | ¨ ¨ ¨ | qs is called the invariant factor sequence of M , and
the qi are called the invariant factors of M .

(2) If N is a submodule of A‘r, then there exists a basis te1, . . . , eru for A‘r such that
there exist unique q1, . . . , qr P A satisfying q1 | q2 | ¨ ¨ ¨ | qr, and the nonzero elements
of tq1e1, . . . , qreru form a basis for N .

Proof of 8.11. See here.

Example 8.12. Let A “ Z. We can apply the theorem to the following Z-modules as follows.
(Note that it helps to keep the CRT in mind here.)

• M “ Z{16ZˆZ{3Z. The decomposition of M according to the theorem is – Z{48Z.

• M “ Z{8ZˆZ{6Z. The decomposition of M according to the theorem is Z{2ZˆZ{24Z.
But a more intuitive decomposition would be pZ{8ZˆZ{2ZqˆZ{3Z.

• M “ Z{6ZˆZ{4ZˆZ{2Z. The decomposition of M according to the theorem is
Z{2ZˆZ{2ZˆZ{12Z. But a more intuitive decomposition would be pZ{4ZˆZ{2Zˆ

Z{2ZqˆZ{3Z. {{
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The following corollaries show that the “more intuitive” decompositions from Example 8.12
above can be obtained from the structure theorem in a precise way:

Corollary 8.13.

M is isomorphic to A‘r ‘
À

ppqPSpecAMp8 , and for each ppq P SpecA, there exist unique
t, r1, . . . , rt P Zě0 such that r1 ě r2 ě ¨ ¨ ¨ ě rt and

Mp8 – A{ppr1q ‘ ¨ ¨ ¨ ‘ A{pprtq.

The proof of Corollary 8.13 can be found here.

Corollary 8.14.

There exist unique r, k P Zě0, prime ideals pp1q, . . . , ppkq P SpecA, and integers ri,1 ě

ri,2 ě ¨ ¨ ¨ ě ri,ti ě 1 for each i P t1, . . . , ku, such that

M – A‘r
‘
àk

i“1

àti

j“1
A{ppri,ji q.

Proof that 8.13 and 8.11 together imply 8.14. See here.

The following is just a more readable version of Corollary 8.14 resulting from a re-indexing:

Corollary 8.15.

If M is a finitely generated module over a PID A, then there exists unique k, t P Zě0,
prime ideals pp1q, . . . , ppkq P SpecA, d1, . . . , dt P Zě1, and i1, . . . , it P t1, . . . , ku such that

M – A‘r
‘
àt

j“1
A{ppdjij q.

8.2 Applications of the Structure Theorem in Linear Algebra

Fix a field k. We first recall many concepts from linear algebra:

• On a k-vector space V , the data of the following constructions are equivalent:
(i) T P HomkpV, V q

(ii) krxs-module structure on V

• For the data pV, T q and pV 1, T 1q as in (i), the diagram

V V

V 1 V 1

T

φ φ

T 1

commutes. Equivalently,
!

φPHomkpV,V 1q

such that φ˝T“T 1˝φ

)

–
ÝÑ HomkrxspV, V

1
qφ

φ ÞÝÑ φ.
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(And this is an equivalence of categories). This condition says that precisely multiplication
by x commutes with the action of φ.

• To give an isomorphism φ : V
–
Ñ V 1 is equivalent to giving a krxs-module isomorphism

φ : V
–
Ñ V 1 such that T “ φ´1 ˝ T 1 ˝ φ. Let pV, T q be as above. Then

(1) We obtain a k-algebra homomorphism

evT : krxs ÝÑ EndkpV q,

fpxq ÞÝÑ fpT q,

whose image is the k-subalgebra krT s Ă EndkpV q generated by T .
(2) When dimk V ă 8, kerpevT q ‰ 0: indeed, impevT q “ krT s has dimk krT s ď

dimk EndkpV q “ pdimkpV qq2 ă 8.
Since dimk krxs “ 8, kerpevT q ‰ 0, hence there exists a unique monic nonzero
polynomial mT pxq such that kerpevT q “ pmT pxqq. We call mT pxq the minimal
polyomial of T .

As a consequence, we obtain
!

pV,T q such that
dimkpV qă8

)

ÐÑ

!

finitely-generated
torsion krxs-modules

)

,

via the previous correspondence. (Indeed, we have just seen that when dimkpV q ă 8,
there exists a nonzero mT pxq annihilating the krxs-module V , which is therefore torsion,
and it is finitely generated because it is already finitely generated as a k-module.)
The reverse direction of the correspondence (that is, finitely generated torsion implies
finite-dimensional and a choice of a linear endomorphism) is left as an exercise.

• Let dimk V ă 8. For T P EndkpV q, let A be a matrix of T in some basis e1, . . . , en
(that is, T pejq “

řn
i“1 aijei, or pT pe1q ¨ ¨ ¨T penqq “ pe1 ¨ ¨ ¨ enq ¨ A).

Now set pApxq – detpx ¨ In ´ Aq P krxs, where In denotes the nˆn identity matrix
over k. We call pnpxq the characteristic polynomial of A. Since the determinant is
invariant under conjugation, we are entitled to write pT pxq – pApxq and call pT pxq the
characteristic polynomial of T .

8.3 Applications of the Structure Theorem for krxs-Modules

Let pV, T q be as before, but now we impose the condition dimkpV q ă 8. Then as krxs-modules,
we have an isomorphism

V –
às

j“1
krxs{pqjq

for uniquely determined monic polynomials q1, . . . , qs such that q1 | q2 | ¨ ¨ ¨ | qs. For any
qpxq “ xd ` ad´1x

d´1 ` ¨ ¨ ¨ ` a1x ` a0 P krxs of degree d P Zě1, with respect to the ordered
basis p1, x, x2, . . . , xd´1q of krxs{pqq, the matrix of multiplication by x is

𝒞q –

¨

˚

˚

˚

˚

˚

˝

0 ´a0
1 0 ´a1
0 1 0 ´a2

0 0 1 ´ad´1

˛

‹

‹

‹

‹

‹

‚

,
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since x ¨ xd´1 “ xd “ ´a0 ´ a1x ´ ¨ ¨ ¨ ´ ad´1x
d´1. We call 𝒞q the companion matrix of q.

8.3.1 Rational Canonical Form

Definition 8.16.

A rational canonical form of a linear transformation T : V Ñ V (or of a matrix
A P Mnpkq representing T ) is a matrix representation of T in some basis of the form

¨

˚

˚

˚

˝

𝒞q1 0 0

0 𝒞q2

0
0 0 𝒞qs

˛

‹

‹

‹

‚

,

where the qj are as in the main structure theorem.

The word “rational” stems from the fact that this is valid in the field k, that is, you do not
have to pass to an algebraically closed field containing k.

Theorem 8.17.

Let V be a finite-dimensional k-vector space, with dimk V “ n, and let T P EndkpV q.
Then VT –

Às
i“1 krxs{pqipxqq is the unique decomposition by the structure theorem, where

q1 | q2 | ¨ ¨ ¨ | qs and each qi is monic. Then:

(1) mT pxq “ qspxq. (Recall mT pxq is defined as the monic generator of ker evT “

AnnkrxspVT q.)

(2) There exists a basis of V in which T has rational canonical form (RCF) and is unique.

(3) A,B P Mnpkq are conjugate over a field L containing k if and only if they are
conjugate over k.

(4) pT pxq “
śs

j“1 qjpxq, hence mT pxq | pT pxq | mT pxqs and pT pxq and mT pxq have
the same roots. Finally, pT pT q “ 0. (This last result is sometimes known as the
Cayley-Hamilton theorem.)

The proof of Theorem 8.17 can be found here.

8.3.2 Prime Canonical Form

Instead of using invariant factors from the main structure theorem, Corollary 8.14 gives a
decomposition

V –
àt

i“1
krxs{ppipxq

eiq,

where the pi are irreducible (not necessarily distinct) in krxs. This resulting canonical form
could be called prime canonical form (PCF). (Note that this terminology does not seem
to be standard; many opt for the term “Jordan canonical form” in this setting, but any use
of the latter term usually implies that we are working over a more special setting that we
explore next section, namely over an algebraically closed field.)
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8.3.3 Jordan Canonical Form

If a polynomial pi P krxs splits completely, that is, if pi factors into a product of deg pi
linear polynomials in krxs, then the structure theorem gives us a very special result. For
example, if k is any algebraically closed field, then each pi splits completely over k.

Definition 8.18.

Let λ P k. A Jordan block of size d and eigenvalue λ is a matrix Jλ,d P Mdpkq of the
form

Jλ,d –

¨

˚

˚

˚

˚

˚

˝

λ 1
λ 1

λ 1
λ

˛

‹

‹

‹

‹

‹

‚

.

Theorem 8.19.

Let k be a field, T P EndkpV q for dimk V ă 8. Assume pT pxq factors into linear
polynomials in krxs (for example, when k is algebraically closed). Then there exists a
basis of V in which T has a matriẍ

˚

˝

Jλ1,d1

Jλr,dr

˛

‹

‚

for some d1, . . . , dr P Zě1, λ1, . . . , λr P k. We call this the Jordan canonical form of T .

The proof of Theorem 8.19 can be found here.

Corollary 8.20.

Let k be any field. Let A P Mnpkq where pApxq has all its roots in k (that is, splits
completely in k). Then A is GLnpkq-conjugate to a diagonal matrix if and only if its
minimal polynomial has distinct roots.

The proof of Corollary 8.20 can be found here.

Now fix a field k and consider a pair pV, T q, where V is a finite-dimensional k-vector space
and T P EndkpV q.

Exercise 8.21.

Show that isomorphism classes pV, T q, where V is a finite-dimensional k-vector space and
T : V Ñ V is a linear transformation, are precisely conjugacy classes of Mnpkq.
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8.4 Classification Problems Using the Structure Theorem for krxs-
Modules

Let n P Zě1. By Exercise 8.21, conjugacy classes of Mnpkq are in bijective correspondence
with isomorphism classes of pairs pkn, T q for T P Endkpk2q, and these pairs are themselves in
bijective correspondence with krxs-modules M such that M is an n-dimensional vector space
over k. Thus it suffices to compute the last of these.

By the structure theorem for finitely generated modules over a PID, there exists a unique
r P Zě0, s P Zě1, together with unique ideals pq1pqqq, . . . , pqspxqq of krxs, such that pqspxqq Ă

¨ ¨ ¨ Ă pq1pxqq and

M – A‘r
‘
às

i“1

krxs

pqipxqq
. (8.21.1)

Since pqjpxqq “ puqjpxqq for any unit u P krxsˆ “ k ∖ t0u, by choosing u appropriately the
uniqueness condition on the chain pq1pxqq Ă ¨ ¨ ¨ pqspxqq is equivalent to when we have that
both

(1) qipxq is monic for each i, and

(2) q1pxq | q2pxq | ¨ ¨ ¨ | qspxq.

Note that M must be a torsion module: if not, then M has a direct summand krxs‘r for some
r P Zě1, which is infinite-dimensional as a k-vector space. Thus Equation (8.21.1) simplifies
as

M –
às

i“1
krxs{pqipxqq.

And for each i P t1, . . . , su the direct summand krxs{pqiq has basis p1, x, . . . , xdeg qi´1q as a
k-vector space, so

(3) dimkM “
řs
i“1 degpqiq.

The restraints (1), (2), and (3) above therefore uniquely determine the krxs-module structure
of the n-dimensional k-vector space M (or equivalently by previous remarks, the conjugacy
classes of Mnpkq).

Moreover, since the conjugacy classes of Mnpkq are in bijective correspondence with the
k-linear transformations and two matrices are conjugate if and only if they have the same
rational canonical form, it follows that given s P Zě1 and monic q1pxq, . . . , qspxq satisfying
the above conditions, a representative for the corresponding conjugacy class is

¨

˚

˝

𝒞q1

𝒞qs

˛

‹

‚

Our above discussion thus proves the following corollary.
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Corollary 8.22.

For any n P Zě1 and any field k, the conjugacy classes of Mnpkq are in bijective correspon-
dence with integers s P Zě1 together with monic polynomials q1pxq, . . . , qspxq satisfying

• q1pxq | q2pxq | ¨ ¨ ¨ | qspxq and

•
řs
i“1 degpqiq “ n.

Moreover, for any such s P Zě1 and q1pxq, . . . , qspxq, a representative for the corresponding
conjugacy class is the block matrix

¨

˚

˝

𝒞q1

𝒞qs

˛

‹

‚

Example 8.23. (Classification of Conjugacy Classes of M2pkq with RCF) Let k be a
field. To classify the conjugacy classes of M2pkq, by Corollary 8.22 it suffices to determine all
possible integers s P Zě1 together with monic polynomials q1pxq, . . . , qspxq satisfying

• q1pxq | q2pxq | ¨ ¨ ¨ | qspxq and

•
řs
i“1 degpqiq “ 2.

We then have the following two cases:

• If s “ 1 then deg q1pxq “ 2, so q1pxq “ x2 ` ax ` b for some a, b P k. The divisibility
condition is trivially satisfied, so this case corresponds to the conjugacy class of M2pkq

with representative

𝒞q1 “

ˆ

0 ´b
1 ´a

˙

.

• If s “ 2 then deg q1pxq “ deg q2pxq “ 1, so q1pxq “ x ´ a and q2pxq “ x ´ b for
some a, b P k. But q1pxq | q2pxq, and px ´ aq | px ´ bq if and only if a “ b. Thus
q1pxq “ q2pxq “ x ` a, so this case corresponds to the conjugacy class of M2pkq with
representative

ˆ

𝒞q1

𝒞q2

˙

“

ˆ

a 0
0 a

˙

. {{

Thus the conjugacy classes of M2pkq for a field k come in two families; an arbitrary matrix
A P Mnpkq is conjugate (that is, represents the same linear transformation) to a matrix of
exactly one of the following forms: either

•
ˆ

0 ´b
1 ´a

˙

for some a, b P k, or

•
ˆ

a 0
0 a

˙

for some a P k.

Warning 8.24. Although krxs{pxq – k – krxs{px´ 1q are isomorphic as rings, it is not true
that krxs{pxq – krxs{px ´ 1q as krxs-module! �
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Instead of the RCF in the above example, we could have opted to use the PCF. In short, we
can obtain the PCF by first decomposing our module into prime components and applying
the RCF to the resulting direct summands. The PCF decomposition takes the form

M –
àt

i“1
krxs{ppipxq

eiq,

where the pis are irreducible and need not be distinct (but the collection of pi and the powers
ei that do appear are unique).

Example 8.25. (Classification of Conjugacy Classes of M2pkq with PCF) By
Corollary 8.14, there exist unique k P Zě0, prime ideals pp1q, . . . , ppkq P SpecA, and integers
ri,1 ě ri,2 ě ¨ ¨ ¨ ě ri,ti ě 1 for each i P t1, . . . , ku, such that

M –
àk

i“1

àti

j“1
F2rxs{ppri,ji q.

• Case 1. k “ 1.
– Case 1(a). k “ 1, t1 “ 1. Then M –

À1
i“1

À1
j“1 F2rxs{ppri,ji q “ F2rxs{ppri,ji q.

This means either degppiq “ 1 and r1,1 “ 2, or degppiq “ 2 and r1,1 “ 1. In the
former case we have pipxq “ px ´ aq for some a P F2, in which case

M –
F2rxs

ppx ´ aq2q
.

This gives us two conjugacy classes.
In the latter case, since the only irreducible polynomial of degree 2 in F2rxs is
x2 ` x ` 1, we know p1pxq “ x2 ` x ` 1 and

M –
F2rxs

px2 ` x ` 1q

– Case 1(b). k “ 1, t1 “ 2. Then M –
Àk

i“1

À2
j“1 F2rxs{ppii,ji q, so the only

possibility is p1pxq “ x ´ a for some a P F2 and

M –
F2rxs

px ´ aq
‘

F2rxs

px ´ aq
.

Then deg pi “ 2, and in fact this forces t1 “ 2, since the sum of the dimension of the
krxs{ppri,ji q as k-vector spaces must coincide with that of M , which is 2.

• Case 2. k “ 2. This case is left as an exercise; similar logic as in the previous case
should be used here. In the end, we will recover of course the same conjugacy classes as
we did in Example 8.23.

The takeaway from the above two examples is that the RCF is much easier to compute, but
PCF is much easier in every other way: we can read off information such as the eigenvalues,
the determinant, and the trace, whereas this is not the case for the RCF. {{

Example 8.26. Let k be a field. We now classify all matrices up to conjugation with
characteristic polynomial f “ x2px´ 1q3. By our previous discussions, it suffices to classify
finitely generated torsion krxs-modules M such that

• dimkM “ 5,
• M –

À

pi

krxs

ppiq
, and
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•
ś

i pi “ f .

We know M –
À

pMp8 , where Mp8 “ tm P M | prm “ 0 for some r P Zě1u. Now, if g is
irreducible and g ∤ f , then the ris in the decomposition of Mg8 as in the first corollary to the
structure theorem are all 0.

Mg8 “

#

0 if g | f,

0 otherwise.

Thus

M – Mx8

dimk“2

‘Mpx´1q8

dimk“3

The ris corresponding to Mx8 thus satisfy
ř

i ri “ 2, which gives two possibilities

Mx8 –
krxs

px2q
Ð
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ñ

with basis p1, 0q

ˆ

0 0
1 0

˙

or

Mx8 –
krxs

pxq
‘
krxs

pxq

with basis pp1, 0q, p0, 1qq
Ð
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ý
Ñ

ˆ

0 0
0 0

˙

.

On the other hand, the ris corresponding to Mpx´1q8 satisfy
ř

i ri “ 3, which gives two
possibilities

Mpx´1q8 –
krxs

px ´ 1q3
Ð
Ý

Ý
Ý

Ý
Ñ

¨

˝

1 0 0
1 1 0
0 1 1

˛

‚

or

Mpx´1q8 –
krxs

px ´ 1q2
‘

krxs

px ´ 1q
Ð
Ý

Ý
Ý

Ý
Ñ

¨

˝

1 0 0
1 1 0
0 0 1

˛

‚

or

Mpx´1q8 –
krxs

px ´ 1q
‘

krxs

px ´ 1q
‘

krxs

px ´ 1q
Ð
Ý

Ý
Ý

Ý
Ñ

¨

˝

1 0 0
0 1 0
0 0 1

˛

‚. {{

In each way to direct sum any of the two 2̂ 2 matrices above with any of the three 3̂ 3 matrices
above gives us a set of non-repeating representatives, thus completing the classification.

Example 8.27. In general, if R is a PID and M is a finitely generated torsion R-module,
then we can choose generators for the prime ideals ppq with

M –
à

p
Mp8 ,

where

Mp8 “ tm P M | prm “ 0 for some r P Zě1u.

When R “ Z, the Mp8 are precisely the Sylow p-subgroups of M . When R “ Crxs, we can
take as the ps the monomials x ´ λ for λ P C, and

Mpx´λq8 “ tm P M | px ´ λq
nm “ 0u,
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which of course is just the generalized eigenspace for the eigenvalue λ. {{

8.5 Review of Decomposing Vector Spaces into (Generalized)
Eigenspaces

Definition 8.28.

Let V be a C-vector space, λ P C, and T P EndCpV q. The λ-eigenspace Vλ is the set

Vλ – tv P V | Tv “ λvu.

Note 8.29. If v P Vλ, then Tv P Vx because T pTxq “ λpλxq “ λpTvq, so Tv P Vλ.

For instance, if N “ C2 and T “
`

1 0
1 1

˘

, Vλ “ 0 unless λ “ 1. But dimC Vλ “ 1, p0, 1q P Vλ,
and

`

0 0
1 0

˘2
“ 0. {{

Definition 8.30.

The λ-generalized eigenspace is defined by

Eλ – tv P V | pT ´ λIq
nv “ 0 for some n P Zě1u.

If v P Eλ, then Tv P Eλ because

pT ´ λIq
nTv “ T pT ´ λIq

nv “ T p0q “ 0.

Proposition 8.31.

Under the equivalence of pairs pV, T q with krxs-modules M , the pairs pEλ, T |Eλq are in
bijection with Mpx´λq8 .

The proof of Proposition 8.31 can be found here.

Corollary 8.32.

Let V be a vector space over C and T P EndCpV q. Then

V –
à

λPCEλ

(and this corresponds to the Jordan form of T ).

8.6 Homework 13

Exercise 8.33: 13.1.

(a) Give a complete and non-redundant list of isomorphism classes of F2rxs-modules of
order 8. pFp is alternative notation for the field Z{pZ, when p is prime.)

(b) Give a complete and non-redundant list of conjugacy classes in GL3pF2q.

A solution to Exercise 8.33 can be found here.
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Exercise 8.34: 13.2.

Let m,n P Zě1, and let f : Zn Ñ Zm be a homomorphism of abelian groups.

(a) Show that there are bases of Zn and Zm in which the matrix of f has the form
taiju1ďiďm,1ďjďn where

– aij “ 0 for all i ‰ j.

– For all i ě 1, aii divides ai`1,i`1. (Eventually some of the aii may all be zero.)

(b) When m “ n, suppose that in the standard basis f is left multiplication (on column
vectors) by a matrix A P MnpZq. Show that the image of f is finite index in Zn if
and only if A is nonsingular, and in that case

rZn : impfqs “ detpAq.

A solution to Exercise 8.34 can be found here.

Exercise 8.35: 13.3.

Continuing with the setup of Exercise 13.2, let m “ n “ 3, and suppose that in the
standard basis f is left multiplication by the matrix

A “

¨

˝

1 2 3
4 5 6
7 8 9

˛

‚.

Find explicit bases of the source and target in which the matrix of f has the form described
in Exercise 13.2. Equivalently, find elements P and Q of GL3pZq such that Q´1AP has
the form in Exercise 13.2. Hint: Use elementary row and column operations that are
invertible over Z in combination with the Euclidean algorithm.

A solution to Exercise 8.35 can be found here.

Exercise 8.36: 13.4.

Let V be a finite-dimensional vector space over a field K, and let tTiuiPI Ă HomKpV, V q

be a set of linear maps such that

• Each Ti is diagonalizable over K (i.e. V has a basis of eigenvectors for Ti).

• The Ti all commute with one another: for all i, j P I, TiTj “ TjTi.

Show that there is a basis of V that simultaneously diagonalizes all Ti, i P I, that is,
such that there is a basis of simultaneous eigenvectors.

Hint: First treat by induction the case where I is finite: to formulate an inductive
argument, you will use and should check that if W Ă V is a λ-eigenspace for Ti, some
λ P K, then every Tj preserves W . For the case where I is infinite, use that the span of
all the Ti inside HomKpV, V q is a finite-dimensional K-vector space.

A solution to Exercise 8.36 can be found here.
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Exercise 8.37: 13.5.

(a) Let K be a field, and let V and W be finite-dimensional K-vector spaces with given
bases tviui“1,...,n and twjuj“1,...,m, and let T : V Ñ W be a K-linear map. As usual,
the matrix of T in the given bases is defined to be the A “ paijq P Mm̂ npKq with
T pvjq “

řm
i“1 aijwi for all j. Compute the matrix of the dual map T ˚ : W ˚ Ñ V ˚

with respect to the dual bases tw˚
j u and tv˚

i u.

(b) Let V be any K-vector space. Show the canonical K-linear map ev : V Ñ pV ˚q
˚ is

injective in general and is an isomorphism when dimKpV q ă 8. (Recall evpvqpλq “

λpvq for v P V and λ P V ˚.)

A solution to Exercise 8.37 can be found here.

9 Some Multilinear Algebra

9.1 Dual Space and Tensor Products of Vector Spaces

Fix a field k. In a more general context of modules over a commutative ring A, we have seen:

(i) The direct sum
À

iPIMi of any A-modules Mi, for I some index set, is an A-module.
(ii) For any A-modules M and N , HomApM,Nq is an A-module (recall that the A-module

structure of HomApM,Nq requires A to be commutative).

We have used these notions for A “ k, a field. Taking N “ A in (ii), we get the dual
A-module to M ; this is subtle for general A, but we will look at its simple behavior for A “ k.
For any commutative A-modules M and N , we can define a new A-module M bA N , the
tensor product of M and N , such that for any A-module P ,

"

A-bilinear maps
MˆN Ñ P

*

–

"

A-module homomorphisms
M bA N Ñ P

*

.

Again, this is simpler when A “ k, and we’ll introduce this case first, then the general case
(including noncommutative A) later.

9.2 Dual Vector Spaces

Let V be a k-vector space. Define the dual of V by V ˚ – HomkpV, kq. The k-vector space
structure of V ˚ is the natural vector space structure of HomkpV, kq, that is, for all λ, µ P V ˚

and all v P V , we have pλ ` µqpvq “ λpvq ` µpvq and pc ¨ λqpvq “ c ¨ λpvq for c P k.

Lemma 9.1.

Let V be a k-vector space with basis pviqiPI , so that the map vi ÞÑ ei “ pδijqjPI gives an
isomorphism V –

À

iPI k. Then

V ˚
–
ź

iPI
k

as k-vector spaces, but not naturally.
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The proof of Lemma 9.1 can be found here.

Corollary 9.2.

When dimkpV q ă 8, there is a non-canonical isomorphism V
–
Ñ V ˚ sending the basis

pviqiPI to the dual basis pv˚
i q, which is characterized by the property that for all i, j P I,

v˚
i pvjq “ δij “

#

1 if i “ j,

0 if i ‰ j.

When |I| “ 8, V and V ˚ are not isomorphic.

The proof of Corollary 9.2 can be found here.

Note 9.3. (Naturality of Dual Maps) For any k-linear map ρ : V Ñ W (where V,W are
k-vector spaces), the dual k-linear map ρ˚ : W ˚ Ñ V ˚ is defined by ρ˚pλqpvq “ λpρpvqq for
all λ P W ˚. (See also Exercise 13.5.) {{

Exercise 9.4.

For finite-dimensional vector spaces V with bases tviu, W with bases twju, relate the
matrix of ρ in these bases to the matrix of ρ˚ in the dual bases tv˚

i u, tw˚
j u.

Note 9.5. Categorically, V ˚ is contravariantly functorial in V : for all homomorphisms
T : V Ñ W of k-vector spaces, there exists a dual map T ˚ : W ˚ Ñ V ˚ given by T ˚pλqpvq –

λpT pvqq. {{

Note 9.6. (Double Dual) In contrast to the basis-dependent isomorphism V
–
Ñ V ˚ in the

case dimk V ă 8, there is a canonical isomorophism ev : V Ñ pV ˚q˚. {{

In Exercise 13.5 we show that ev is always injective, and is an isomorphism when dimkpV q is
finite.

9.3 Bilinear Maps and Tensor Products

Let V1, V2, and W be k-vector spaces. (Note that we will soon provide a generalization of the
following constructions to modules over possibly noncommutative rings, though in that case
we need to be a bit more careful.)

Definition 9.7.

A k-bilinear map is a set map f : V1ˆV2 Ñ W such that for all v1, v1
1 P V1, v2, v1

2 P V2,
and c P k, v2 P V2, fp´, v2q P HomkpV1,W q, and for each v1 P V1 and each fpv1,´q P

HomkpV2,W q, and

fpv1 ` v1
1, v2q “ fpv1, v2q ` fpv1

1, v2q,

fpv1, v2 ` v1
2q “ fpv1, v2q ` fpv1, v

1
2q,

fpcv1, v2q “ fpv1, cv2q “ cfpv1, v2q.

Version of February 5, 2024 at 11:53am EST Page 99 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 9.4: Functoriality of b and the b-Hom Adjunction

Example 9.8. Let A P Mm̂ npkq. The function kmˆkn Ñ k given by px, yq ÞÑ xtAy is a
k-bilinear map. In terms of matrices, this map is given by

f : kmˆkn ÝÑ k,

pv, wq ÞÝÑ vtAw,

that is,

f

¨

˚

˝

¨

˚

˝

x1

xn

˛

‹

‚

,

¨

˚

˝

y1

yn

˛

‹

‚

˛

‹

‚

“
`

x1 xm
˘

¨

˚

˝

a1,1 a1,n

am,1 am,n

˛

‹

‚

¨

˚

˝

y1

yn

˛

‹

‚

.

For instance, in the case m “ n and A is the identity matrix In, then f is just the dot product
of two vectors. {{

Notation 9.9. Write BilinkpV1ˆV2,W q for the k-vector space of k-bilinear maps V1ˆV2 Ñ

W . #

Theorem 9.10: Universal Mapping Property of the Tensor Product Space.

There exists a k-vector space V1bkV2, together with a k-bilinear map b : V1ˆV2 Ñ V1bkV2
such that for any k-vector space W , the map

HomkpV1 bk V2,W q ÝÑ BilinkpV1ˆV2,W q

φ ÞÝÑ φ ˝ b

is an isomorphism of k-vector spaces.

Definition 9.11.

The pair pV1 b V2,bq is called the tensor product of V1 and V2 over k.

The proof of Definition 9.11 can be found here.

Note 9.12. We use the definite article “the” in the above definition, since it turns out that
the tensor product of V1 and V2 over k is unique up to a unique isomorphism. The details
are left as an exercise. (More generally, uniqueness up to a unique isomorphism is an aspect
of the categorical result we will see called Yoneda’s lemma.) {{

Notation 9.13. We typically write v1 b v2 for bpv1, v2q for any vectors v1 P V1, v2 P V2. #

Lemma 9.14.

We have dimkpV bk W q “ dimk V ¨ dimkW , and this is a cardinality statement in the
sense that it is true even when V or W are infinite-dimensional.

The proof of Lemma 9.14 can be found here.

9.4 Functoriality of b and the b-Hom Adjunction

The following result follows immediately from Theorem 9.10.
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Theorem 9.15: Functoriality of Tensoring.

Let T1 : V1 Ñ W1 and T2 : V2 Ñ W2 be k-linear maps. These induce a unique k-linear map
T1 b T2 : V1 bk V2 Ñ W1 bk W2 making the diagram

V1ˆV2 W1ˆW2

V1 bk V2 W1 bk W2

b

T1bT2

T1̂ T2

k-bilinear
b

commute. Moreover, for all simple tensors v1 b v2, the resulting map T1 b T2 satisfies

pT1 b T2qpv1 b v2q “ T1pv1q b T2pv2q.

Exercise 9.16.

When the spaces are finite-dimensional and we choose bases of V1, V2,W1,W2, compare
the matrix of T1ˆT2 (with respect to the induced basis on T1 b T2 on the corresponding
tensor spaces) to the matrices of T1 and T2. The resulting operation on pairs of matrices
is called the Kronecker product.

Theorem 9.17: Tensor-Hom Adjunction.

For any k-vector spaces V,W,U , there exists a natural isomorphism of k-vector spaces

HomkpV b W,Uq
–

ÝÑ HomkpV,HomkpW,Uqq.

The proof of Theorem 9.17 can be found here.

9.5 More Tensor Algebra: Symmetric and Alternating Products

Let V be a k-vector space. Iteratively tensoring V with itself, we define a k-vector space

V bn – V bk V bk ¨ ¨ ¨ bk V

n copies of V

,

where it is left as an exercise to show that the order in which we tensor is irrelevant (that is,
that tensoring vector spaces is associative). This satisfies the universal mapping property

HomkpV bn,W q – MultilinkpV n̂,W q, (9.17.1)

where MultilinkpV n̂,W q denotes the collection of functions that are linear in each variable
when fixing the other n ´ 1 variables.

Definition 9.18.

Define the tensor algebra of V by

T pV q –
à8

n“0
V bn.
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Note 9.19. The tensor algebra is indeed a k-algebra, but it is noncommutative. The product
in this algebra is characterized by its behavior on simple tensors: the map V for all m,n P Zě0,
the multiplication on V bmˆV bn Ñ V bpm`nq is given by

pv1 b ¨ ¨ ¨ b vmq ¨ pw1 b ¨ ¨ ¨ b wnq “ v1 b ¨ ¨ ¨ b vm b w1 b ¨ ¨ ¨ b wn. {{

Exercise 9.20.

Use the universal property to define the algebra structure:

V p̂n`mq V m̂ˆV n̂ V bpm`nq

V bmˆV bn V bm b V bn

“

“m

The product is the arrow m.

9.5.1 Special Kinds of Multilinear Maps

For all n P Zě0, define

SymkpV n̂,W q – tf P MultilinkpV n̂,W q | fpvσp1q, . . . , vσpnqq “ fpv1, . . . , vnq for all σ P Snu,

AltkpV n̂,W q – tf P MultilinkpV n̂,W q | fpv1, . . . , vnq “ 0 whenever vi “ vj for some i ‰ ju.

Also for all n P Zě0, set

SnpV q – V bn
M

␣

k-vector subspace spanned by all
vσp1qb¨¨¨bvσpnq´v1b¨¨¨bvn for all σPSn

(

,

ΛnpV q – V bn
M

␣

k-vector subspace spanned by all
v1b¨¨¨bvn such that vi“vj for some i‰j

(

.

We write v1v2 ¨ ¨ ¨ vn (resp. v1 ^ v2 ^ ¨ ¨ ¨ ^ vn) for the element of SnpV q (resp. ΛnpV q) that is
the image of v1 b¨ ¨ ¨bvn P V bn under the quotient map V bn ↠ SnpV q (resp. V bn ↠ ΛnpV q).

Theorem 9.21: Universal Properties of the Alternating and Symmetric Alge-
bras.

For all k-vector spaces W , the following diagram commutes:

HomkpΛnpV q,W q AltkpV n̂,W q

HomkpV bn,W q MultilinkpV n̂,W q

HomkpSnpV q,W q SymkpV n̂,W q
–

–

–

where the middle isomorphism is from Equation (9.17.1).

For v1, . . . , vn P V and σ P Sn, we have the action v1 ^ . . . ^ vn ÞÑ sgnpσqvσp1q ^ . . . ^ vσpnq.
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We can prove this by decomposing σ as a product of 2-cycles pi jq with i ‰ j, in which case

0 “ v1 ^ . . . ^ pvi ` vjq

ith position

^ . . . ^ pvi ` vjq

jth position

^ . . . ^ vn

“ v1 ^ . . . ^ vi ^ . . . ^ vj ^ . . . ^ vn ` v1 ^ . . . ^ vj ^ . . . ^ vi ^ . . . ^ vn

“ v1 ^ . . . ^ vi ^ . . . ^ vj ^ . . . ^ vn ´ v1 ^ . . . ^ vi ^ . . . ^ vj ^ . . . ^ vn.

When char k ‰ 2, this sign condition is equivalent to the given definition; however, in general
the given definition is stronger. If we defined a wedge using the sign condition, then for all
v, w,

v ^ v ` v ^ w “ v ^ pv ` wq “ ´pv ` wq ^ v “ ´v ^ v ´ w ^ v,

so 2pv ^ vq “ 0, or equivalently when char k ‰ 2 v ^ v “ 0.

Proposition 9.22.

Let V be a finite-dimensional k-vector space with basis e1, . . . , en. Then for all d P Z0,

(1) dimk S
dpV q “

`

n`d´1
d

˘

with basis tei1ei2 ¨ ¨ ¨ eid | 1 ď i1 ď ¨ ¨ ¨ ď id ď nu.

(2) dimk Λ
dpV q “

`

n
d

˘

with basis tei1 ^ ¨ ¨ ¨ ^ eid | 1 ď i1 ă ¨ ¨ ¨ ă id ď nu.

Proof. We only prove (2), leaving (1) as an exercise. Consider the map V bd Ñ ΛdpV q given
by ei1 b ¨ ¨ ¨ b eid ÞÑ ei1 ^ . . . ^ eid . We know that tei1 b . . . b eid | i1, . . . , id P t1, . . . , nuu

spans ^d, so their images span ΛdpV q. But for all i1, . . . , id, if ij “ ik for some j ‰ k then
ei1 ^ . . . ^ eid “ 0. Thus, to span ΛdpV q, we may restrict to the d-tuples with all ij distinct.
Since ei1 ^ . . .^eid “ sgnpσqeiσp1q

^ . . .^eiσpdq
for all σ P Sd, we find that tei1 ^ . . .^eidui1ă...ăid

span ΛdpV q.

It remains to show linear independence.

• Case 1. d “ n: Then by the above, e1 ^ . . . ^ en P ΛnpV q, so it suffices to show
e1 ^ . . . ^ en ‰ 0. We do this by writing down a λ P AltkpV n̂, kq – HomkpΛnpV q, kq

such that λpe1, . . . , enq ‰ 0. This λ will be familiar: let te˚
i uni“1 be the dual basis, and

for all v1, . . . , vn P V set

λpv1, . . . , vnq “
ÿ

σPSn
sgnpσqe˚

1pvσp1qq ¨ ¨ ¨ e˚
npvσpnqq.

Multilinearity of λ is then clear, and if vi “ vj for some i ‰ j, then observe for any
σ P Sn that, where τ “ σ ˝ pijq,

sgnpσqe˚
1pvσp1qq ¨ ¨ ¨ e˚

npvσpnqq ` sgnpτqe˚
1pvτp1qq ¨ ¨ ¨ e˚

npvτpnqq

“ sgnpσqre˚
1pvσp1qq ¨ ¨ ¨ e˚

i pvσpjqq ¨ ¨ ¨ e˚
j pvσpiqq ¨ ¨ ¨ e˚

npvσpnqqs

` sgnpτqre˚
1pvτp1qq ¨ ¨ ¨ e˚

i pvτpjqq ¨ ¨ ¨ e˚
j pvτpiqq ¨ ¨ ¨ e˚

npvτpnqqs

“ sgnpσq

”

źn

l“1
l‰i,j

e˚
l pvσplqq

ı

pe˚
i pvσpjqqe

˚
j pvσpiqq ´ e˚

i pvσpiqqe
˚
j pvσpjqqq

“ 0,

where the last equality is because vi “ vj . Thus the n! terms in the sum cancel in pairs,
and λ is alternating. Finally, λpe1, . . . , enq “ 1 since only σ “ id contributes a nonzero

Version of February 5, 2024 at 11:53am EST Page 103 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 10.1: Review Exercises and Solutions

term.

• Case 2. d ă n: Suppose we have a linear relation
ÿ

1ďi1ă...ăidďn
ai1,...,idei1 ^ . . . ^ eid “ 0 in ΛdV.

For J “ pj1, . . . , jdq such that j1 ă . . . ă jd, we use the linear map e˚
J : Λ

dpV q Ñ ΛnpV q

given by eJpxq – x^ pe1 ^ ¨ ¨ ¨ ^ pej1 ^ ¨ ¨ ¨ ¨ ¨ ¨ ^ pejd ^ ¨ ¨ ¨ ^ enq, where the hat notation is
to indicate all the ej1 , . . . , ejn are to be omitted. Then

0 “ eJ

´

ÿ

ai1¨¨¨idei1 ^ . . . ^ eid

¯

“ ˘aj1¨¨¨jde1 ^ ¨ ¨ ¨ ^ en.

By the case d “ n above, this implies aj1¨¨¨jd “ 0 for all J , as desired.

Exercise 9.23.

Prove point (1) of Proposition 9.22. (Or see Lang XVI.8.1.)

The above proof of (2) of Proposition 9.22 used the k-algebra structure of Λ‚pV q:

Exercise 9.24.

Show the k-algebra structure of the tensor algebra T pV q “
À8

n“1 V
bn induces a k-

algebra structure on Λ‚pV q –
À

dě0 Λ
dpV q, the symmetric algebra, and on S‚pV q “

À

dě0 S
dpV q, called the exterior algebra.

Exercise 9.25.

Show that S‚ and Λ‚ are functorial in the sense that any k-linear map f : V Ñ W induces

• k-linear maps Sdf : SdpV q Ñ SdpW q Λdf : ΛdpV q Ñ ΛdpW q, and

• k-algebra homomorphisms Λ‚f : Λ‚pV q Ñ Λ‚pW q, S‚f : S‚pV q Ñ S‚pW q.

The wedge powers ΛnpV q lead to the theory of determinants (for dimension n) vector spaces:

Corollary 9.26.

Let V be a K-vector space of dimension n. Let T P EndKpΛnV q “ K be multiplication
by a scalar. This is detpT q (and can serve as the definition of determinant).

The proof of Corollary 9.26 can be found here.

This also gives conceptually clear proofs that detpABq “ detpAq detpBq (because detpABqe1^

. . . ^ en “ ABe1 ^ . . . ^ ABen “ detpAqBe1 ^ . . . ^ Ben “ detpAq detpBqe1 ^ . . . ^ en and
the determinant is basis-invariant).

Note 9.27. Analogously, the minors of a matrix A P MnpKq correspond to matrix entries of
ΛdA in its standard basis. {{

Version of February 5, 2024 at 11:53am EST Page 104 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 10.1: Review Exercises and Solutions

10 Math 6111 Final Qualifying Exam: Fall 2023

10.1 Review Exercises and Solutions

Exercise 10.1: RF1: #1, OSU Algebra Qualifying Exam, Autumn 2023.

Let H be a proper normal subgroup of a finite group G, and let p be a prime factor of
|G{H|. Show that the number of Sylow p-subgroups of G{H divides the number of Sylow
p-subgroups of G.

A solution to Exercise 10.1 can be found here.

Exercise 10.2: RF2: #2, OSU Algebra Qualifying Exam, Autumn 2023.

Let G be a finite group such that any two of its proper maximal subgroups are conjugate.
Prove that G is cyclic.

A solution to Exercise 10.2 can be found here.

Exercise 10.3: RF3: #3, OSU Algebra Qualifying Exam, Autumn 2023.

Let R be a commutative ring, and f1, f2, . . . , fr P R such that they generate the unit ideal.
Show that an R-module M is finitely generated if and only if for all i “ 1, . . . , r, the
localization Mfi is a finitely generated Rfi-module. (Here Rfi and Mfi are the localizations
S´1R and S´1M with respect to the multiplicative subset S “ tfni unPZě0 .)

A solution to Exercise 10.3 can be found here.

Exercise 10.4: RF4: #4, OSU Algebra Qualifying Exam, Autumn 2023.

LetD be a unique factorization domain. Define what it means for a polynomial fpxq P Drxs

to be primitive. Prove that if fpxq and gpxq P Drxs are both primitive, then fpxq ¨ gpxq is
primitive.

A solution to Exercise 10.4 can be found here.

Alternate Solution to 10.4. See here.

Exercise 10.5: RF5: #5, OSU Algebra Qualifying Exam, Autumn 2023.

(We did not cover determinants formally, so this material would not appear on the final
qualifying exam.) Let A be an nˆn matrix of rank k over a field. What is the rank of
adjpAq? Recall that adjpAq is the nˆn matrix whose pi, jq-entry is p´1qi`j times the
determinant of the pn´ 1qˆpn´ 1q matrix obtained from A by removing the jth row and
ith column.

A solution to Exercise 10.5 can be found here.
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Exercise 10.6: RF6.

Classify up to isomorphism groups of order 245.

A solution to Exercise 10.6 can be found here.

Exercise 10.7: RF7.

Let G be a group, and let H be a finite index subgroup of G. Show there is a subgroup
N ă H ă G such that N is normal in G and rG : N s ă 8.

A solution to Exercise 10.7 can be found here.

Exercise 10.8: RF8.

Let H be the R-algebra of quaternions (see the construction from class). Exhibit an
injective R-algebra homomorphism H Ñ M2pCq (2-by-2 complex matrices).

A solution to Exercise 10.8 can be found here.

Exercise 10.9: RF9.

Let A be a commutative ring. An element e P A is called idempotent if e2 “ e.

(a) Give an example of a ring A and an idempotent e P A∖ t0, 1u.

(b) Show that if e P A is idempotent, so is 1 ´ e.

(c) Prove the following are equivalent:
(i) A contains an idempotent e ‰ 0, 1.

(ii) A is isomorphic as a ring to a direct product A1ˆA2 of nonzero rings A1 and
A2.

A solution to Exercise 10.9 can be found here.

Exercise 10.10: RF10.

(a) Prove that x7 ` 48x ´ 24 is irreducible in Qrxs. Is it irreducible in pQpiqqrxs?

(b) Prove that x3 ` y ` y5 is irreducible in Crx, ys.

A solution to Exercise 10.10 can be found here.

Exercise 10.11: RF11.

For each of the abelian groups

(a) Q,

(b) Q{Z, and

(c) Z
”

´1`
?

´3
2

ı

(as a subring of Qp
?

´3q, or if you prefer, of C),
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say whether they are

(i) finitely-generated,

(ii) torsion-free, or

(iii) free.

A solution to Exercise 10.11 can be found here.

Exercise 10.12: RF12.

Describe the primary ideals in a PID A.

A solution to Exercise 10.12 can be found here.

Exercise 10.13: RF13.

For a prime p, how many conjugacy classes are there in GL2pZ{ppqq?

A solution to Exercise 10.13 can be found here.

Exercise 10.14: RF14.

Let v “ pa1, . . . , anq be an element of Zn. Show that v extends to a basis of Zn if and
only if gcdpa1, . . . , anq “ 1.

A solution to Exercise 10.14 can be found here.

10.2 The Final and Solutions

Write your solutions neatly, including your name and the problem number on each page you
submit. State clearly any results from class you use. You have 1 hour and 50 minutes. Good
luck!

Exercise 10.15: F1.

Let p be a prime, and let P be a p-group (that is, |P | “ pn for some n P Zě1). Let Q◁ P
be a normal subgroup.

(a) (2.5 points) If |Q| “ p, show that Q is contained in the center of P .

(b) (2.5 points) Show by an example that when |Q| “ p2, Q need not be contained in
the center of P .

A solution to Exercise 10.15 can be found here.

Exercise 10.16: F2.

Let A be a commutative ring. Recall that on the homework (Exercise 10.3) we proved
Nakayama’s Lemma: If M is a finitely-generated A-module such that JpAqM “ M , then
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M “ 0. You may use this in what follows.

(a) (1 point) If M is a finitely-generated A-module, and N Ă M is an A-submodule such
that M “ N ` JpAqM , show that N “ M .

(b) (4 points) Let A and B be Noetherian local rings with maximal ideals mA and mB,
and let φ : A Ñ B be a ring homomorphism such that φ´1pmBq “ mA.a Assume:

– φ makes B into a finitely-generated A-module.b

– φ induces an isomorphism A{mA
–
Ñ B{mB.

– The restriction of φ gives a surjection mA Ñ mB{m2
B.

Show that φ is surjective. Hint: Apply part (a) twice, first with “M ” the B-module
mB, and then with “M ” the A-module B.

aWe call such a map φ a local homomorphism of local rings; this condition is ubiquitous in algebraic
geometry.

bAs a reminder, the A-module structure on B is a ¨ b “ φpaqb for a P A, b P B.

A solution to Exercise 10.16 can be found here.

Exercise 10.17: F3.

Let A be a commutative ring, and let M be an A-module. When M is a finitely-generated
A-module, show thata

V pAnnApMqq “ supppMq.

aAs a reminder, Mp denotes the localization of M with respect to the multiplicative subset A∖ p and
V pAnnApMqq denotes the set of prime ideals of A containing the annihilator of M .

A solution to Exercise 10.17 can be found here.

Exercise 10.18: F4.

Let A be an integral domain.

(a) (2 points) If A is a principal ideal domain, show that A is Noetherian.

(b) (3 points) Prove that the domain A is Artinian if and only if it is a field

A solution to Exercise 10.18 can be found here.

Exercise 10.19: F5.

Let V be a vector space over a field K, and let T : V Ñ V be a K-linear map.

(a) (3 points) If dimKpV q “ 3, show that T is determined up to conjugacy by its
characteristic polynomial pT pxq and its minimal polynomial mT pxq.

(b) (2 points) Show by an example that when dimKpV q “ 4, pT pxq and mT pxq do not
in general suffice to determine T up to conjugacy. Include in your solution matrix
representatives of the non-conjugate transformations you exhibit.
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A solution to Exercise 10.19 can be found here.

11 Proofs

Proof of Proposition 1.6. Let x “ a` bi` cj ` dk P H∖ t0u, where a, b, c, d P H are not all
zero. Set x “ a´ bi´ cj ´ dk. One can compute that x ¨ x “ a2 ` b2 ` c2 ` d2, so since x ‰ 0
we see x ¨ x is an element of R∖ t0u, that is, is a nonzero real number. Thus

x ¨

ˆ

1

a2 ` b2 ` c2 ` d2
¨ x

˙

“ 1,

so x has a right inverse, and the same argument works for the left inverse. Thus H is a
division ring.

Proof of Proposition 1.12. If n is composite so that n “ ab for a, b ‰ 1, then

pa pmodnqqpb pmodnqq ” ab pmodnq ” 0 pmodnq.

Conversely, if n is prime, ab ” 0 pmod pq, then p | ab, so p | a or p | b, and hence a ” 0 pmod pq

or b ” 0 pmod pq.

Proof of Theorem 1.22. Define φα : RrGs Ñ A by
ř

gPG xgrgs ÞÑ
ř

φpxgqαpgq. Showing this
is the desired map is left as an easy check.

Proof of Theorem 1.30. We first show (i). It is immediate from the definition of an ideal that
IXJ is an ideal of R. If z P I`J then z “ x`y for some x P I, y P J , so rz “ rx`ry P I`J .

For the chain of inclusions in (ii), we only show the first. If
řn
i“1 xiyi P I ¨J with xi P I, yi P J ,

since xi P I and I is an ideal, xiyi P I, so
řn
i“1 xiyi P I; likewise,

řn
i“1 xiyi P J .

Proof of Theorem 1.32. We need to check that this operation is well-defined, that is, given
a, a1, b, b1 P R, if a ` I “ a1 ` I and b ` I “ b1 ` I, then ab ` I “ a1b1 ` I. To see this, note
that a1 “ a ` x and b1 “ b ` y for some x, y P I, so

a1b1
“ pa ` xqpb ` yq “ ab `

PI

ay`

PI

xb`

PI

xy

PI

P ab ` I,

so a1b1 ` I “ ab ` I. Thus ¨ is well-defined. As ¨ is associative with identity 1, 1 ` I is the
identity. Therefore, we have made R{I into a ring under ` and ¨.

Proof of Theorem 1.44. We already know that φ exists as a homomorphism of the underlying
additive abelian groups and induces a group isomorphism A{ kerφ

–
Ñ imφ, so it remains to

show φ is a ring homomorphism, that is, that

(1) φp1 ` Iq “ 1,

(2) φppa ` Iqpb ` Iqq “ φpa ` Iq ¨ φpb ` Iq.

For (1), we have φp1 ` Iq “ φpπp1qq “ φp1q “ 1, and for (2), we have

φpa ` Iq ¨ pb ` Iq “ φpπpaq ¨ πpbqq “ φpπpabqq “ φpaq ¨ φpbq
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“ φpπpaqq ¨ φpπpbqq “ φpa ` Iq ¨ φpb ` Iq.

Thus φ is a ring homomorphism. Since φ is a bijection of sets, we conclude by a previous
result that φ is a ring isomorphism. Showing A{ kerφ

–
Ñ imφ is an isomorphism is left as an

easy exercise.

Proof of Theorem 1.45. This is a modification of the analogous theorem from group theory,
and the details are left as an exercise.

Proof of Theorem 1.46. This is a modification of the analogous theorem from group theory,
and the details are left as an exercise.

Proof of Theorem 1.59. This is left as an easy exercise.

Proof of Theorem 1.61. Let I be any subset of A that generates A over Z, that is, A “

φpZqrIs, where φ : Z Ñ A is the canonical ring homomorphism. (I “ A works, but this
is excessive.) Then by the universal mapping property of polynomial rings, there exists a
unique ring homomorphism Φ: ZrtXiuPIs Ñ A determined by Xi ÞÑ i. Since A “ φpZqrIs, Φ
is surjective, and hence induces an isomorphism

ZrtXiuiPIs{kerΦ
–

ÝÑ A.

Proof of Theorem 2.31. Suppose 0 ÝÑ M
f

ÝÝÑ N
g

ÝÝÑ P ÝÑ 0 is trivial via φ : N Ñ M ‘P .
Define s : P Ñ N by

sppq “ φ´1
pp0, pqq.

This is a section of g, since g ˝ sppq “ g ˝ φ´1pp0, pqq “ φP pp0, pqq “ P .

Conversely, assume g has a section s : P Ñ N , that is, the sequence is split. We want to
show there exists a commutative diagram of the form

0 M N P 0

0 M M ‘ P P 0

f g

αM πP

– ψ

for some isomorphism ψ. Define ψ : M ‘P Ñ N by ψpm, pq “ fpmq ` sppq. Remark: This is
the canonical ψ induced by f and s from the universal mapping property of the direct sum.

The diagram commutes, since

g ˝ ψpm, pq “ gpfpmq ` sppqq “�����:0
gpfpmqq ` gpsppqq “ p “ πP pm, pq

(where we used that ker g “ im f), so g ˝ s “ idP , meaning the right square commutes. And
the left square commutes, since ψpαpmqq “ ψpm, 0q “ fpmq.

To see ψ is an isomorphism, we note the following.

• ψ is injective: if for some pm, pq P M ‘ P is in the kernel, then

0 “ ψpm, pq “ fpmq ` sppq.
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Applying g, we conclude p “ 0. Thus fpmq “ 0. But f is injective, so m “ 0. Thus ψ
is injective.

• ψ is surjective: Let n P N and set n1 “ n ´ spgpnqq. Then g1pn1q “ gpnq ´ gps

“id

pgpnqqq “

gpnq ´ gpnq “ 0, so n1 P ker g, which by exactness means n1 P im f . Thus there exists
minnM such that fpmq “ n1 “ n ´ spgpnqq, that is,

n “ fpmq ` spgpnqq “ ψpm, gpnqq P impψq.

So ψ is also surjective, and hence an isomorphism of R-modules. (We do not need to
prove that ψ is a homomorphism of R-modules, since by the remark in this proof just
above, ψ is a map from a certain universal mapping property, which we already know to
be an R-module homomorphism).

Solution to Exercise 2.37. (a) Suppose x, x1 P
?
I and a P A. Then there exists positive

integers n, n1 such that xn, xn1

P I. Let N “ maxtn,mu. Since A is commutative, we
can write

pax ` x1
q
2N

“
ÿ2N

j“0
paxq

j
px1

q
2N´j

“
ÿN

j“1
paxq

j
px1

q
2N´j

PI for all
N`1ďjď2N

`
ÿ2N

j“N`1
paxq

j

PI for all
0ďjďN

px1
q
2N´j

which is a sum of elements of I. Since I is an ideal and thus closed under addition, we
conclude pax ` x1q2N P I. Thus pax ` x1q P

?
I, so

?
I is an ideal of A.

(b) Since

x P
?
I ùñ xn P

?
I (where n “ 1q ùñ x P

?
I,

we have
?
I Ă

a?
I. Conversely, suppose x P

a?
I. Then xn P

?
I for some integer

n P Zě1, which means pxnqn
1

P I for some integer n1 ě 1. Thus xN P I for some integer
N P Zě1, namely N “ nn1. Hence

a?
I Ă

?
I, so we conclude

a?
I “

?
I.

(c) First note that for any (possibly noncommutative) ring R,
a

p0q “ tx P R | xn P p0q for some integer n P Zě1u “ tx P R | x is nilpotentu,

so the nilradical of R is the collection of nilpotent elements of R. Consider the ring
R “ M2pRq, and consider the elements r, x P R given by r “

`

1 1
0 1

˘

and x “
`

0 1
0 0

˘

. Then
x P

a

p0q, but rx “
`

1 1
0 0

˘`

0 1
0 0

˘

“
`

0 1
0 1

˘

. But for all n P Zě1, we have prxqn “
`

0 1
0 1

˘n
“

`

0 1
0 1

˘

‰
`

0 0
0 0

˘

. Hence rx R
a

p0q, so
a

p0q is not an ideal of R.

Solution to Exercise 2.38. We first prove some useful auxiliary lemmas.

Lemma 11.1.

If A is an integral domain, then A is reduced.

Lemma 11.2.

If A is an integral domain and I is an ideal of A, then collection of nilpotent elements of
A{I is πp

?
Iq, where π : A↠ A{I is the natural quotient map.

Version of February 5, 2024 at 11:53am EST Page 111 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 11: Proofs

Lemma 11.3.

If A is an integral domain and I is an ideal of A, then A{I is an integral domain if and
only if I is a prime ideal.

Lemma 11.4.

If A is an integral domain, then the univariate polynomial ring Arxs is an integral domain.

Proof of Lemma 11.1. If A were not reduced, then there exists some nonzero nilpotent
element x P A and an integer n P Zě1 such that xn “ 0. Since x1 “ x ‰ 0, n P Zě2. But
then 0 “ xn “ x ¨ xn´1, so x is a zero divisor, contradicting A is an integral domain.

Proof of Lemma 11.2. We need to show πp
?
Iq “

a

p0q, where 0 denotes the additive identity
in A{I. If a P πp

?
Iq, then since π is surjective there exists a P

?
I such that πpaq “ a. Thus

an “ 0 for some integer n P Zě1, so an “ πpaqn “ πpanq “ πp0q “ 0. Thus πp
?
Iq Ă

a

p0q.

Conversely, suppose x P A{I is an element of
a

p0q. Then xn “ 0 for some integer n P Zě1.
But x “ πpxq for some x P A, so 0 “ xn “ πpxqn “ πpxnq, so xn P kerπ “ I. Thus x P

?
I,

so x “ πpxq P πp
?
Iq. It follows that

a

p0q Ă πp
?
Iq, and hence

?
0 “ πp

?
Iq.

Proof of Lemma 11.4. Let fpxq, gpxq P Arxs be nonzero and suppose fpxqgpxq “ 0. We claim
either fpxq “ 0 or gpxq “ 0. We can write

fpxq “
ÿm

i“0
aix

i and gpxq “
ÿn

i“0
bix

i,

where ai, bi P A for all i P t0, . . . ,mu and all j P t0, . . . , nu, and where am, bn ‰ 0. Then

fpxqgpxq “

´

ÿm

i“0
aix

i
¯

¨

´

ÿn

j“0
bjx

j
¯

“
ÿm`n

k“0

´

ÿ

i`j“k
aibj

¯

xk,

so fpxqgpxq “ 0 if and only if
ÿ

i`j“k
aibj “ 0 for all k P t0, . . . ,m ` nu.

If we consider the case k “ m ` n, we obtain ambn “
ř

i`j“m`n aibj “ 0, so either am “ 0 or
bn “ 0, a contradiction.

We can now begin Exercise 7.2. First note C and Z are integral domains, so by Lemma 11.4,
Crxs and Zrxs are integral domains.

We will use the following notation. Write x to mean the image πpxq of x under the natural
quotient map π : Arxs ↠ Arxs{I, where A, I are given in each part. Since π is surjective, we
can write any element of the quotient ring as f for some fpxq P Arxs. Note that since π is a
ring homomorphism, for all a, b P Zrxs, we can write a ` b “ a ` b and ab “ ab.

(a) We claim Crxs{px2 ` 1q has zero divisors but is reduced. To see Crxs{px2 ` 1q has zero
divisors, by Lemma 11.3 it suffices to show px2 ` 1q is not prime in Crxs. And indeed,
x2 ` 1 “ px` iqpx´ iq, but neither x` i nor x´ i are not elements of px2 ` 1q (because,
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for example, if fpxq P px2 ` 1q is nonzero then degpfq ě 2). Thus px2 ` 1q is not prime
in Crxs{px2 ` 1q, so Crxs{px2 ` 1q has zero divisors.
To see Crxs{px2 ` 1q is reduced, by Lemma 11.2 it suffices to show πp

a

px2 ` 1qq “ p0q,
or equivalently that

a

px2 ` 1q “ px2 ` 1q. In other words, we claim px2 ` 1q equals its
own radical in Zris. More generally, for any commutative ring A, a radical ideal of A
is any ideal I of A such that

?
I “ I.

To see px2 ` 1q is radical, note that if this were false, then there exists some nonzero
fpxq P Crxs not divisible by px2 ` 1q and an integer n P Zě2 such that fpxqn “ 0. But
this contradicts the fact Crxs has no zero divisors. Hence

a

px2 ` 1q “ px2 ` 1q, so
πp
a

px2 ` 1qq “ πppx2 ` 1qq “ p0q, as desired.

(b) We claim Zrxs{px2 ` 1q has no zero divisors and is reduced. We will first assume
Zrxs{px2 ` 1q is isomorphic to the Gaussian integers Zris as rings, and then return to
prove this after showing it implies the claim. By Lemma 11.1, it suffices to show Zris
is an integral domain. And indeed, if z1, z2 P Zris are nonzero and have complex polar
coordinates z1 “ r1e

iθ1 , z2 “ r2e
iθ2 , then z1z2 “ r1r2e

ipθ1`θ2q is also nonzero, as desired.
It only remains to show Crxs{px2 ` 1q – Zris as rings. Define evi : Zrxs Ñ Zris by
fpxq ÞÑ fpiq. Then evi is a well-defined map Zrxs into Zris and satisfies evip1q “ 1,
evipfpxqq evipgpxqq “ fpiqgpiq “ evipfpxqgpxqq, and evipfpxq ` gpxqq “ fpiq ` gpiq “

evipfpxqq ` evipgpxqq, so evi is a ring homomorphism. It is surjective, since any a` bi P

Zris is the image of a ` bx P Zrxs. It remains to show ker evi “ px2 ` 1q. Certainly
px2 ` 1q Ă ker evi, since evipfpxqpx2 ` 1qq “ evipfpxqq evipx

2 ` 1q “ fpiqpi2 ` 1q “ 0.
Conversely, if fpxq “

řn
j“0 ajx

j P ker evi, then fpiq “ 0. And since evi is a ring
homomorphism, we can write evipfp´xqq “

řn
j“0 aj evip´xq “ ´

řn
j“0 aj evipxq “

´fpiq “ 0. Now fpiq “ fp´iq “ 0, so px´ iq and px` iq divide fpxq when f is identified
as a polynomial in Crxs. Thus fpxq P px2 ` 1q, so ker evi Ă px2 ` 1q, as desired.

(c) We claim Zrxs{p3, x2 `1q has no zero divisors and is reduced. Recall from recitation that
if R is any commutative ring and a, b P R, then by the second isomorphism theorem,

R

pa, bqR
–

R{aR

pa, bqR{aR
–

R{aR

bR{aR
–

R

bR
.

It follows that
Zrxs

p3, x2 ` 1q
–

Zrxs{px2 ` 1q

p3q
– Zris{p3q,

where the second isomorphism is by part (b). We also showed in part (b) that Zris is an
integral domain, so by Lemmas 11.1 and 11.3 it is enough to know p3q is a prime ideal
of Zris. Suppose 3 “ αβ for some α, β P Zris. Multiplying both sides by their complex
conjugate, we obtain 9 “ ααββ “ pα2

1`α2
2qpβ2

1 `β2
2q. Thus pα2

1`α2
2q, pβ2

1 `β2
2q P t1, 3, 9u.

And α2
1 `α2

2 ‰ 3, since no integers x, y satisfy x2 ` y2 “ 3. Similarly, β2
1 ` β2

2 ‰ 3. Then
without loss of generality β2

1 ` β2
2 “ 1, so β must be a unit, meaning p3q is prime. Thus

p3q is prime in Zris.

(d) We claim Zrxs{p2, x2`1q has zero divisors and is non-reduced. Since 2, x2`1 P p2, x2`1q,
we have x2 ` 1 “ 0 and 2 “ 0. Then 1 “ ´1, so

0 “ x2 ` 1 “ x2 ` 1 “ x2 ´ 1 “ x2 ´ 1 “ px ` 1qpx ´ 1q
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“ x ` 1 ¨ px ´ 1q “ x ` 1 ¨ px ` 1qpx ` 1q “ px ` 1q
2.

Since x ` 1 ‰ 0, it follows that Crxs{p2, x2`1q is non-reduced, and hence by Lemma 11.1
has zero divisors.

Solution to Exercise 2.39. (a) Suppose a P A and x P pI : Jq. Then

paxqJ “ tpaxqy | y P Ju (by definition of paxqJ)
“ tpxaqy | y P Ju (since A is commutative)
“ txpayq | y P Ju (since multiplication is associative)
Ă txy1

| y1
P Ju (since y1 – ay P J whenever a P A, y P J)

“ xJ. (by definition of xJ)

Thus ax P pI : Jq. Since a P A and x P pI : Jq were arbitrary, we conclude pI : Jq is an
ideal of A.

(b) Let m,n P Z be given.
– Case 1: n,m P Z and m “ 0. Given an arbitrary x P Z, we have

x P ppnq : p0qq ðñ xp0q “ tx ¨ 0u “ t0u Ă pnq

which is always true. Thus ppnq : p0qq “ Z.

– Case 2: n,m P Z, and m ‰ 0. Given an arbitrary x P Z, we have

x P pp0q : pmqq ðñ xpmq “ txmk | k P Zu “ pxmq Ă p0q

ðñ for all k P Z, kxm “ 0

ðñ xm “ 0 ðñ x “ 0,

where the last equivalence is because Z is an integral domain and m ‰ 0 by
assumption. Thus pp0q : pmqq “ p0q.

– Case 3: n,m P Z and m,n ‰ 0. Given an arbitrary x P Z, we have

x P ppnq : pmqq ðñ xpmq “ tkxm | k P Zu “ pxmq Ă pnq

ðñ n divides xm

ðñ
n

gcdpn,mq
divides

xm

gcdpn,mq

ðñ
n

gcdpn,mq
divides x

ðñ x P

ˆ

n

gcdpn,mq

˙

,

where the penultimate equivalence is because n{ gcdpn,mq and m{ gcdpn,mq are
always coprime, meaning n{ gcdpn,mq dividing xpm{ gcdpn,mqq is equivalent to
n{ gcdpn,mq dividing x.

We conclude

ppnq : pmqq “

$

’

’

&

’

’

%

ˆ

n

gcdpn,mq

˙

if n,m ‰ 0,

p0q if n “ 0 and m ‰ 0,
Z if m “ 0.
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Solution to Exercise 2.40. We first prove two auxiliary lemmas, and then argue that together
these imply the statement of Exercise 7.4.

Lemma 11.5.

Any division ring is a simple ring.

Lemma 11.6.

Let R be any (possibly noncommutative) ring and let n be a positive integer. Then every
two-sided ideal J of MnpRq takes the form

J “ MnpIq – tA P MnpRq | aij P I for all i, j P t1, . . . , nuu,

where I is a two-sided ideal of R.

Proof of Lemma 11.5. Let D be a division ring and suppose I is a (two-sided) ideal of D. If
I “ p0q then we are done, so assume I ‰ p0q. Then there exists some nonzero x P D such
that x P I. Then x is a unit in D, since Dˆ “ D ∖ t0u. Thus there exists some x´1 P D such
that x´1x “ 1. But x P I, so 1 “ x´1x P I since I is an ideal. But then

D “ D ¨ 1
PI

Ă I,

forcing I “ D. Since I was an arbitrary ideal of D, we conclude D is simple.

Proof of Lemma 11.6. Let J be an ideal of MnpRq and let Eij be the n-by-n matrix whose
pk, ℓq entry is δkiδjℓ for all k, ℓ P t1, . . . , nu. Then I “ tr P R | rE1,1 P Ju is an ideal of R,
since if r P R and x P I, then rx P I (resp. xr P I) because prE1,1qpxE1,1q “ rxE1,1 P J (resp.
pxE1,1qprE1,1q “ xrE1,1 P J).

• J Ă MnpIq: If A “ paijq P J , then because J is an ideal of MnpRq and we have the
identity

aijE1,1 “ E1jAEj1 P J,

we have aij P I. Hence J Ă MnpIq.

• MnpIq Ă J : If x P I, then pxIqE1,1 “ xE1,1 P J since J is an ideal of MnpRq, which
implies

xEij “ Ei1pxE1,1qE1j P J,

so because xE1,1 Ă J and J is a two-sided ideal, we conclude xEi,j P J for all x P I.
But here i and j were arbitrary indices in t1, . . . , nu, so since any matrix A “ paijq can
be written as A “

řn
i,j“1 aijEij, we conclude MnpIq Ă J .

Hence J “ MnpIq. Since J was an arbitrary ideal of MnpRq, any ideal of MnpRq takes the
form MnpIq for some ideal I of R.

We can now prove the statement of Exercise 7.4. Let D be a division ring. By Lemma 11.5,
any (two-sided) ideal J of MnpDq takes the form MnpIq, which denotes the collection of
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n-by-n matrices whose entries are elements of I. By Lemma 11.6 this implies the result, since
then the only two-sided ideals of MnpDq are MnpDq and Mnpp0qq “ p0q.

Solution to Exercise 2.41. (a) Let M be a left R-module and consider the map

λ : R ÝÑ EndGrppMq,

r ÞÝÑ pm ÞÑ λprqpmq – r ¨ mq.

Then for any m1,m2 P M and any r P R,

λprqpm1 ` m2q “ r ¨ pm1 ` m2q “ r ¨ m1 ` r ¨ m2 “ λprqpm1q ` λprqpm2q P EndGrppMq,

so λ is a well-defined homomorphism of the underlying abelian groups R Ñ EndGrppMq.
For any m P M and any r1, r2, r3 P R, we have λp1qpmq “ 1 ¨ m “ m “ idMpmq, where
idM : M Ñ M is the identity group homomorphism M Ñ M , and

λpr1r2 ` r3qpmq “ pr1r2 ` r3q ¨ m “ r1 ¨ pr2 ¨ mq ` r3 ¨ m

“ λpr1qpλpr2qpmqq ` λpr3qpmq “ pλpr1q ˝ λpr2q ` λpr3qqpmq.

Since m was arbitrary, we conclude λp1q “ idM and λpr1r2 ` r3q “ λpr1q ˝ λpr2q ` λpr3q.
Thus λ is a ring homomorphism.
Conversely, let M be an abelian group and suppose λ : R Ñ EndGrppMq is a ring
homomorphism. Then consider the map

RˆM ÝÑ M,

pr,mq ÞÝÑ r ¨λ m “ λprqpmq.

Then 1 ¨λ m “ λp1qpmq “ pmq “ 0, and for all r1, r2, r3 P R and all m1,m2 P M we can
write

pr1r2 ` r3q ¨λ pm1 ` m2q “ λpr1r2 ` r3qpm1 ` m2q

“ λpr1qpλpr2qpm1q ` λpr2qpm2qq ` λpr3qpm1q ` λpr3qpm2q

“ r1 ¨λ pr2 ¨λ m1q ` r1 ¨λ pr2 ¨λ m2q ` r3 ¨λ m1 ` r3 ¨λ m3,

so this defines a valid left module action.
The two above procedures are inverses of each other in the following sense.

– Given a ring homomorphism λ : R Ñ EndGrppMq, we obtain a left action ¨λ, and
applying the other procedure to this gives the ring homomorphism R Ñ EndGrppMq

given by λprqpmq “ r ¨λ m, which is what we started with.

– Conversely, given a left action ¨ and an abelian group M , we obtain a ring homo-
morphism λ : R Ñ EndGrppMq given by λprqpmq “ r ¨ m, and applying the other
procedure to this gives the left action ¨λ given by r ¨λ m “ λprqpmq “ r ¨ m, which
is exactly what we started with.

We conclude that if R is a ring and M is any abelian group, then there is a bijective
correspondence

tleft actions RˆM Ñ Mu ÐÑ EndGrppMq,

ppr,mq ÞÑ r ¨ mq ÞÝÑ pλr : m ÞÑ r ¨ mq,

ppr,mq ÞÑ λprqpmqq ÞÝÑλ.
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(b) We are given pRop,`q “ pR,`q, which is an abelian group because R is a ring. It only
remains to show pRop, ¨opq is a monoid. The identity of pRop, ¨opq is the same identity 1
as pR, ¨q, because for all r P R,

r ¨op 1 “ 1 ¨ r “ r ¨ 1 “ 1 ¨op r.

Multiplication in pR, ¨opq is associative, because for all r1, r2, r3 P R,

r1 ¨op pr2 ¨op r3q “ pr2 ¨op r3q ¨ r1 “ pr3 ¨ r2q ¨ r1

“ r3 ¨ pr2 ¨ r1q “ pr2 ¨ r1q ¨op r3 “ pr1 ¨op r2q ¨op r3.

Hence pR, ¨opq is a monoid, so Rop is a ring.

(c) Let N be a right R-module. Define

ρ : Rop
ÝÑ EndGrppNq,

r ÞÝÑ n ¨ r.

First note that ρ indeed maps Rop into EndGrppNq, because for any r P Rop,

ρprqpn1 ` n2q “ pn1 ` n2q ¨ r “ n1 ¨ r ` n2 ¨ r “ ρprqpn1q ` ρprqpn2q,

so ρprq P EndGrppNq. To see ρ is a ring homomorphism, note that for any r P Rop and
any m P M , we have

ρp1qpnq “ n ¨ 1 “ n “ idNpnq,

where idN : N Ñ N is the identity homomorphism n ÞÑ n. And for all r1, r2, r3 P R and
all m P M , we have

ρpr1 ¨op r2 ` r3qpmq “ m ¨ pr1 ¨op r2 ` r3q “ pm ¨ r2q ¨ r1 ` m ¨ r3

“ ρpr1qpρpr2qpmqq ` ρpr3qpmq “ pρpr1q ˝ ρpr2q ` ρpr3qqpmq.

Since n was an arbitrary element of N , we conclude

ρp1q “ idN and ρpr1 ¨op r2 ` r3q “ ρpr1q ˝ ρpr2q ` ρpr3q.

Hence ρ is a ring homomorphism.
Conversely, suppose N is an abelian group and ρ : Rop Ñ EndGrppNq is a ring homomor-
phism. Define a right action on N by

NˆR ÝÑ N,

pn, rq ÞÝÑ m ¨ρ r “ ρprqpmq.

This is a right action because
– 0 ¨λ m “ λp0qpmq “ 0pmq “ 0, where 0 denotes the zero homomorphism M Ñ M

given by m ÞÑ 0, and

– for all r1, r2, r3 P R and all m1,m2 P M ,

pn1 ` n2q ¨ρ pr1 ¨op r2 ` r3q “ ρpr1 ¨op r2 ` r3qpn1 ` n2q

“ ρpr1qpρpr2qpn1 ` n2qq ` ρpr3qpn1 ` n2q

“ ρpr1qpρpr2qpn1q ` ρpr2qpn2qq ` ρpr3qpn1q ` ρpr3qpn2q

“ ρpr1qpρpr2qpn1qq ` ρpr1qpρpr2qpn2qq ` ρpr3qpn1q ` ρpr3qpn2q

“ pn1 ¨ρ r2q ¨ρ r1 ` pn2 ¨ρ r2q ¨ρ r1 ` n1 ¨ρ r3 ` n3 ¨ρ r3.
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These procedures are inverses of each other in the following sense.
– Given a ring homomorphism ρ : Rop Ñ EndGrppNq, we obtain a right action ¨ρ,

and applying the other procedure to this gives the ring homomorphism Rop Ñ

EndGrppNq given by n ¨ρ r, that is, ρprqpnq, which is what we started with.

– Conversely, given a right action ¨, we obtain a ring homomorphism ρ : Rop Ñ

EndGrppNq given by ρprqpnq “ n ¨ r, and applying the other procedure to this gives
the right action ¨ρ given by n ¨ρ r “ ρprqpnq “ n ¨ r, which is exactly what we
started with.

We conclude there is a bijective correspondence

tright actions NˆR Ñ Nu ÐÑ EndGrppNq,

ppn, rq ÞÝÑ n ¨ rq ÞÝÑ pρr : n ÞÑ r ¨ nq,

ppn, rq ÞÑ ρprqpnqq ÞÝÑλ.

Proof of Proposition 3.3. Point (i) is left as an exercise. For point (ii), recall I ¨ J Ă I X J
always. Let x P I X J . By assumption, there exists a P I such and b P J such that a` b “ 1.
Thus x “ pa ` bqx “ ax ` bx P I ¨ J , as desired.

Proof of Theorem 3.5. We prove the claim by induction on integers n P Zě1. Most of the
work will be in the base case.

(1) We with the case n “ 2. Given x1, x2 P R and I1 ` I2 “ R, write 1 “ a1 ` a2 for a1 P I1
and a2 P I2. Then 1 ” a1 pmod I2q and 1 ” a2 pmod I2q. Then x ” a2x1 pmod I1q ”

x1 pmod I1q and x ” a1x2 pmod I2q ” x2 pmod I2q, so this x works.
For the induction step of (1), suppose (1) holds for pn´ 1q-tuples of pairwise coprime
ideals. Then given x1, . . . , xn P R, apply the induction hypothesis to obtain y P R such
that

y ” xj pmod Iqj for all j P t2, . . . , nu.

Now for all j P t2, . . . , nu, write 1 “ aj ` bj, where aj P I1 and bj P Ij. (We can do this,
because for all such j, Ij and I1 are coprime by assumption.) Then

1 “
źn

j“2
paj ` bjq P I1 `

źn

j“2
Ij

Then
ź

j
paj ` bjq “ a2 ¨ ¨ ¨ an ` a2 ¨ ¨ ¨ an´1bn`a2 ¨ ¨ ¨ bn

`a2 ¨ ¨ ¨ bn´1an

`

...
`

`b2b3 ¨ ¨ ¨ bn

and the sum of terms in the vertical column above is an element of I1. Thus I1 and
ś

j“2 Ij are coprime, so by the n “ 2 case there exists x P R such that x ” x1 pmod Iq1

Version of February 5, 2024 at 11:53am EST Page 118 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 11: Proofs

and x “ y pmod
ś

qnj“2Ij. But this implies x ” y pmod Ijq ” xj pmod Iqj for all
j “ 2, . . . , n.

(2) We get a ring homomorphism φ : R Ñ
śn

j“1R{Ij given by φpxq “ px ` Ijqj. This is
surjective by part (1), and

kerφ “ tx P R | x P Ij for all ju “
čn

j“1
Ij,

so φ gives an isomorphism R
M

Şn
j“1 Ij

–
Ñ

śn
j“1R{Ij. The last claim that

Şn
j“1 Ij “

śn
j“1 Ij follows inductively from the remark that I ` J “ R implies I ¨ J “ I X J , since

I1 `
śn

j“2 Ij “ R.

Proof of Theorem 3.17. Suppose I Ă R is prime. This is equivalent to saying that both
I ‰ R and for all x, y P R such that xy P I, we have x P I or y P I. This is equivalent to
saying both for all x, y P R{I such that xy “ 0 in R{I, x “ 0 or y “ 0 in R{I and R{I ‰ 0,
which in turn is equivalent to R{I being an integral domain.

Proof of Theorem 3.23. Let I Ă R be maximal. This is equivalent to the only ideals ofR{I
being p0q and R{I (and 0 ‰ R{I), which in turn is equivalent to saying for all x P R{I ∖ t0u,
pxq “ R{I (and 0 ‰ R{I). And this holds if and only if 1 P pxq for all x P R{I ∖ t0u (and
0 ‰ R{I), which happens if and only if R{I is a field. This last equivalence is because saying
R{I is a field is to say R{I (is nonzero) and every nonzero element has a multiplicative
inverse.

Proof of Corollary 3.24. Since fields are integral domains,

I maximal ùñ R{I is a field ùñ R{I is an integral domain ùñ I is prime.

Proof of Theorem 3.27. We use Zorn’s Lemma. Let pS,ďq be the partially ordered set

S “ tproper ideals in R containing Iu,

where J1 ď J2 if and only if J1 Ă J2. Let T “ tJαuαPA be a totally ordered subset of S, where
A is an index set. We want to show this is bounded above by some element of S. Consider

K “
ď

αPA
Jα.

Certainly J Ą Jα for all α P A. We claim J is a proper ideal:

• J is an ideal: if x, y P J then x P Jasα and y P Jβ for some α, β P A. Because T is
totally ordered, Jα Ă Jβ or Jβ Ă Jα. We may assume without loss of generality that
Jα Ă Jβ. Then x, y P Jβ, and so x ` y P Jβ Ă J . Likewise, if r P R and x P J , then
x P Jα for some α P A, so x P Jα Ă J . Thus J is indeed an ideal.

• J is a proper ideal: If 1 P J , then 1 P Jα for some α P A, contradicting Jα ‰ R.

Thus J P S and J is an upper bound for T . It follows that all totally ordered subsets T Ă S
have upper bounds in S, so by Zorn’s Lemma S contains at least one maximal element. The
maximal elements of S are the maximal ideals of S, containing I, so there exists at least one
maximal ideal containing I.
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Proof of Proposition 3.30. Suppose pfq is prime. Then if f “ gh for some deg g, deg h ě 1,
where g, h are not a unit multiple away from f . Then g, h R pfq, so g, h are nonzero in
krxs{pfq. But pfq is prime, so krxs{pfq is an integral domain, meaning fg ‰ 0 in krxs{pfq.
But gh “ f P pfq in krxs, so gh “ 0 in krxs{pfq, a contradiction. Thus f is irreducible.

For the converse we can actually show something much stronger. We will show that if f is
irreducible, then pfq is maximal (and so in particular prime). Indeed, if pfq is not maximal,
there exists I such that pfq Ĺ I Ĺ R. Since R is a PID (by Exercise 8.1), I “ pgq for
some g P krxs. So F P pfq Ĺ pgq, which means f “ gh for some h. Then degpgq ě 1, since
otherwise pgq “ R. And degphq ě 1, since otherwise g “ fh´1, so pgq Ă pfq. So pgq “ pfq.
So deg g, deg h ą 1, so f is reducible since it factors into a product of g, h which are nonunion
because degpgq, degphq ě 1.

Proof of Theorem 3.37. (1) We argue by induction on n. The case n “ 1 is clear, since
if J is contained in I, then J is contained in I. Now assume the result holds for
fewer than n many Ijs for some n P Zě2. If we can show J Ă

Ťn
j“1,j‰k Ik then we

are done, since the induction hypothesis would imply J is contained in Ij for some
i P t1, . . . , k ´ 1, k ` 1, . . . , nu. To that end, suppose for a contradiction that instead

JĂ{
ďn

j“1
j‰k

Ij for all k P t1, . . . , nu.

Then for any fixed k P t1, . . . , nu, there exists xk P J such that xk R
Ť

j“1,j‰k Ij. Since
xk P J Ă

Ťn
j“1 Ij, this means xk P Ik.

– Suppose n “ 2. Let x “ x1 ` x2. Then x P J since x1, x2 P J , and J is closed
under addition as an ideal. But x R I1 Y I2, since otherwise x P I1 or x P I2, which
is cannot happen: if x “ I1 then x2 “ x ´ x1 P I1, a contradiction, and if x “ I2,
then x1 “ x ´ x2 P I2, a contradiction.

– Now suppose n P Zě3. At least one element of tI1, I2, I3u is prime by hypothesis,
so perhaps after a relabeling we may assume I1 is prime. Then consider

x “ x1 ` x2x3 ¨ ¨ ¨ xn P J.

But x1 P I1, x2, . . . , xn R I1, and I1 is prime, so x2x3 ¨ ¨ ¨ xn R I1, and thus x R I1.
And for all k P t2, . . . , nu, x2x3 ¨ ¨ ¨ xn P Ik. But x1 R Ik, so x R Ik. But then

x R
ďn

j“1
Ij “ J,

which contradicts our assumption x P J .

(2) Suppose for a contradiction pĄ{ Ij for all k “ 1, . . . , n. Then for all j, there exists xj P Ij
such that xj R p. Then x “ x1x2 ¨ ¨ ¨ xn P Ik for all k, since xk P Ik. But x R p because
p is prime, contradicting p Ą

Şn
j“1 Ij. In the case p “

Şn
i“1, then since p Ą Ik and

p “
Şn
i“1 Ij Ă Ik, we conclude p “ Ik.

Solution to Exercise 3.39.

(a) Suppose apxq, bpxq P Krxs and bpxq ‰ 0. First note that if degpapxqq ă degpbpxqq then we
can choose qpxq “ 0, rpxq “ apxq, since then apxq “ 0 “ bpxq ¨0`apxq “ bpxqqpxq `rpxq
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and deg rpxq “ degpapxqq ă degpbpxqq, affirming the claim. Thus we may assume

degpapxqq ě degpbpxqq.

We argue by induction on the degree of apxq, which we denote by n. The case n “ 0
forces degpbpxqq “ 0, so apxq “ c1 and apxq “ c2 for some c1, c2 P K. By choosing
qpxq “ c1c

´1
2 and rpxq “ 0, we obtain apxq “ c1 “ c2 ¨ pc´1

2 c1q ` 0 “ bpxqqpxq ` rpxq and
rpxq “ 0, affirming the claim.
Now suppose n P Zě1 and assume the claim holds for any element of krxs with degree
less than n. Where m “ degpbpxqq, we can write

bpxq “ bmx
m

` ¨ ¨ ¨ ` b0 and apxq “ anx
n

` ¨ ¨ ¨ ` a0,

where an, bm ‰ 0. Let λ “ anb
´1
m . Then an ´ λbm “ 0, so in particular

apxq ´ λxn´mbpxq “
��������:
pan ´ λbmqxn

0

` pan´1 ´ λbm´1qx
n´1

¨ ¨ ¨ ` pa0 ´ λb0qx
n´m

is an element of Krxs of degree at most n ´ 1. By the induction hypothesis, there exist
q˚pxq, r˚pxq P Krxs such that

apxq ´ λxn´mbpxq “ bpxqq˚
pxq ` r˚

pxq.

and either r˚pxq “ 0 or degpr˚pxqq ă m. We can write this as

apxq “ bpxqpλxn´m
` q˚

pxqq ` r˚
pxq,

so by choosing qpxq “ λxn´m ` q˚pxq and rpxq “ r˚pxq gives us the desired polynomials.
Thus the degree function (restricted to Krxs ∖ t0u) is a Euclidean valuation for Krxs.

(b) Let R be a Euclidean domain, let d : R∖ t0u Ñ Zě0 be a Euclidean valuation, and let I
be an ideal of R. It suffices to show I is principal. If I “ p0q then I is principal with
generator 0, so we may assume I ‰ p0q. Then the set D “ tdpxq | x P Iu is a nonempty
subset of Zě0, so it contains a minimal element d0 with respect to the standard total
ordering on Zě0. Since d0 P D, there exists w P I such that dpwq “ d0.
We claim I “ pwq. It suffices to show any element in I is divisible by w, so we consider
an arbitrary element y P I. Since d is an Euclidean valuation, there exist q, r P R such
that y “ qw ` r and either r “ 0 or dprq ă dpwq. But then

r “ y

PI

´ qw

PI

P I,

so dprq P D. This forces r “ 0, since otherwise dprq ă dpwq, contradicting minimality
of dpwq in D. Hence y “ qw, so y P pwq. Since y was an arbitrary element of I, we
conclude I is principal with generator w. Thus R is a principal ideal domain.

Solution to Exercise 3.40. •
a

p0q Ă
Ş

pPSpecR p: Let f P
a

p0q. SpecR is nonempty
since R has a maximal ideal and maximal ideals are prime. Thus we can consider an
arbitrary p P SpecR. We argue f P p by induction on the smallest integer n P Zě1 such
that fn P p. If f “ 0 then f P p, affirming the claim, and if n “ 1 then f “ f 1 P p,
also affirming the claim. Now suppose n P Zě2 is the smallest integer such that fn “ 0,
and suppose any g P

a

p0q is contained in p whenever gk P p for any 1 ď k ď n´ 1. As
n P Zě2 and fn “ 0, we have f ¨ fn´1 “ fn “ 0 P p. But p is prime, so either f P p or
fn´1 P p. If f P p then we are done, and if fn´1 then f P p by the induction hypothesis,
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so we are also done. Thus
a

p0q Ă
Ş

pPSpecR p.

•
Ş

pPSpecR p Ă
a

p0q: Let f P
Ş

pPSpecR p. We claim fn “ 0 for some n P Zě1. Suppose
for a contradiction fn R p0q for all n P Zě1. Then the set

𝒮 “ tproper ideals I of R | fn R I for all n P Zě1u

is nonempty, since it contains p0q. Equip 𝒮 with the partial ordering with respect to
inclusion, and let tIαuαPA be any totally ordered chain of 𝒮 indexed by any set A. We
claim the set

J –
ď

αPA
Iα.

is an upper bound for tIαuαPA in 𝒮.
– J is an ideal of R: If x, x1 P J and r P R, then rx` x1 P Iα since Iα is an ideal, and

in turn rx ` x1 P J since Iα Ă J .

– J is a proper ideal of R: Suppose instead J “ R. Then 1 P J , so 1 P Iα for some
α P A. But then Iα “ R, contradicting the Iα are proper ideals of R.

– J P 𝒮: Indeeed, if fn P J “
Ť

αPA Iα for some n P Zě1, then fn P Iα for some
α P A, which contradicts Iα P 𝒮.

– J is an upper bound for tIαuαPA with respect to inclusion, since J is the union of
the Iα.

Thus tIαuαPA is bounded above in 𝒮, so by Zorn’s Lemma 𝒮 contains a maximal element
M with respect to inclusion.
We claim that M is a prime ideal of R. As an element of 𝒮, M is a proper ideal of
R. It then only remains to show R∖M is closed under multiplication. Suppose for a
contradiction there exist elements g, h P R such that gh P M but g, h P R∖M . Then
the ideals M ` pgq and M ` phq strictly contain M , so M ` pgq,M ` phq cannot belong
to 𝒮 by maximality of M . This means there exist n,m ě 1 such that fn P pgq and
fm P phq. But then in particular fn P M ` pgq and fm P M ` phq, so

fn`m
P pM ` pgqqpM ` phqq “ M ` pgqphq “ M ` pghq “ M,

contradicting M P 𝒮. Thus M is a prime ideal of R. But f is contained in all prime ideals
of R, so f P M . But as an element of 𝒮, M cannot contain fn for any n P Zě1, so in
particular M cannot contain f , a contradiction. Then 𝒮 must be empty, so p0q R 𝒮, which
is to say fn P p0q for some n P Zě1. Hence f P

a

p0q. Thus
Ş

pPSpecR p Ă
a

p0q.

Solution to Exercise 3.41.

(a) We prove in part (b) that JpRq is an intersection of ideals in R, and our proof does not
use JpRq is an ideal. Thus JpRq is an ideal of R, since the intersection of an arbitrary
set of ideals is an ideal. (Indeed, if tIαuαPA is any collection of ideals of R indexed by
a set A, and if J “

Ş

αPA Iα, then J ‰ ∅ because 0 P Iα for all α P A, and if x, x1 P J ,
r P R then rx` x1 P J since rx` x1 P Iα for each α P A, as Iα is an ideal for all α P A.)

(a) (Alternate Solution). Let x, y P JpRq. Then for all z, 1 ´ xz P Rˆ, 1 ´ yz P Rˆ, so
1 ´ z is a unit. Then there exists u such that up1 ´ xzq “ 1. Then p1 ´ px ` yqzqu “

up1 ´ xz ´ yzq “ 1 ´ uyz “ 1 ´ ypuzq, which by hypothesis is a unit, so we are done.
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(b) – JpRq Ă
Ş

mPMaxpRq
m: Suppose x P JpRq but there exists a maximal ideal m not

containing x. Then R “ m ` pxq, since otherwise m Ĺ m ` pxq Ĺ R, contradicting
m is maximal. Thus 1 “ m ` rx for some m P m, r P R, so 1 ´ rx “ m P m.
Observe that 1 ´ rx is not a unit, since otherwise

1 “ p1 ´ rxq
´1

p1 ´ rxq

Pm

P m,

which means m “ R, contradicting maximal ideals are proper. But 1 ´ rx must be
a unit since x P JpRq, a contradiction. It follows that JpRq Ă

Ş

mPMaxpRq
m.

–
Ş

mPMaxpRq
m Ă JpRq. Suppose x R JpRq. Then there exists y P R such that 1 ´ xy

is not a unit. Then p1 ´ xyq is a proper ideal, so there exists a maximal ideal m of
R containing p1 ´ xyq, and in particular 1 ´ xy P m. Observe that if x P m, then

1 “ 1 ´ xy

Pm

`xy

Pm

P m

(since m is an ideal), so m “ R, again contradicting maximal ideals are proper.
Thus x R m, so x R

Ş

mPMaxpRq
m. We conclude

Ş

mPMaxpRq
m Ă JpRq.

Solution to Exercise 3.42.

(a) Since
?
I contains I any prime ideal containing

?
I must also contain I. Hence V p

?
Iq Ă

V pIq. Similarly, since I “ pSq contains S, V pIq Ă V pSq. It only remains to show
V pSq Ă V p

?
Iq. Suppose p P V pSq. We need to show p contains

?
I. To that end, let

f P
?
I be arbitrary, so that fn P I for some positive integer n. Then we are done if we

can show f P p. It is enough to show that fk P p for some k P Zě1, since by primality of
p that f P p (see the induction argument in the proof of Exercise 8.2 for the details).
Since fk P I and p is an ideal of R containing S, we have

fn P I “ pSq “
č

ideals J of R
containing S

J Ă p.

Thus fn P p, so we are done by our previous remarks.

(b) Let τ c – tV pIq | I is an ideal of Ru. We claim τ – tV c | V P τ cu is a topology on
SpecR.

– V pRq “ ∅, since prime ideals of R are proper ideals, so there can be no prime
ideal of R containing R. Thus ∅ P τ c.

– V pp0qq “ SpecR, since any ideal contains p0q, so in particular any prime ideal
contains p0q. Thus SpecR P τ c.

– Let tV pIαquαPA be an arbitrary collection of elements of τ c indexed by a set A. We
claim

Ş

αPA V pIαq “ V p
Ť

αPA Iαq.
Suppose p P V p

Ť

αPA Iαq. Then p contains the union
Ť

αPA Iα, and thus contains
Iα for each α P I. Hence p P V pIαq for all α P A, so p P

Ş

αPA V pIαq. Thus
V p

Ť

αPA Iαq Ă
Ş

αPA V pIαq. Conversely, suppose p P
Ş

αPA V pIαq. Then p contains
Iα for each α P A, so p contains

Ť

α Iα, which means p P V p
Ť

αPA Iαq. Hence
č

αPA
V pIαq “ V

´

ď

αPA
Iα

¯

,
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which is an element of τ c by part (a). (Indeed, although the union of ideals is not
in general an ideal, it is a subset of R, so by part (a) this is indeed an element of
τ c.)

– Let tV pIjqu
n
j“1 be any finite collection of elements of τ c indexed by j P t1, . . . , nu.

We claim
Ťn
j“1 V pIjq “ V p

Şn
j“1 Ijq.

Suppose p P
Ťn
j“1 V pIjq. Then p P V pIkq for some k P t1, . . . , nu, which is to

say p contains Ik. Since
Şn
j“1 Ij Ă Ik, p must also contain

Şn
j“1 Ij, which means

p P V p
Şn
j“1 Ijq. Conversely, suppose p P V p

Şn
j“1 Ijq. Then p contains

Şn
j“1 Ij,

so by the second clause of the Prime Avoidance Theorem p contains Ik for some
k P t1, . . . , nu. Then p P V pIkq, which implies p P

Ťn
j“1 V pIjq. We conclude

ďn

j“1
V pIjq “ V

´

čn

j“1
Ij

¯

,

which is an element of τ c.
It follows that the collection τ c satisfies the axioms for the closed subsets of a topology
on SpecR, so the Zariski topology τ is indeed a topology on SpecR.

(c) Consider the case R “ Crxs. We showed in recitation that if k is a field then Spec krxs “

tp0qu Y tpfpxqq | fpxq is an irreducible element of krxsu. Thus, as a set, we have

SpecCrxs “ t0u Y tpx ´ zq | z P Cu. (11.6.1)

Now equip SpecCrxs with the Zariski topology. Since Crxs is a PID by Exercise 8.1, the
closed sets of SpecCrxs take the form V ppfpxqqq, where fpxq P Crxs. But if fpxq P Crxs,
then we can write

fpxq “ px ´ z1q ¨ ¨ ¨ px ´ znq,

where tzju
n
j“1 is some multiset of elements of C of size n. Since

pfpxqq “ ppx ´ z1q ¨ ¨ ¨ px ´ znqq “ px ´ z1q ¨ px ´ z2q ¨ ¨ ¨ px ´ znq,

the set of maximal ideals containing pfpxqq is tpx ´ zjqunj“1. (Indeed, if is instead
fpxq P px ´ tq for some t P C∖ tz1, . . . , znu, then px ´ tq divides fpxq, but then t “ zj
for some j P t1, . . . , nu, a contradiction.) Thus, since SpecCrxs contains only maximal
ideals, by Equation (11.6.1) we must have

V ppfpxqqq “ tpx ´ z1q, . . . , px ´ znqu.

Since fpxq P Crxs was arbitrary, the closed sets of Crxs have finite cardinality. But
SpecCrxs is infinite, so the nonempty open sets of SpecCrxs must have infinite cardinality.
In particular, any two open subsets of Spec krxs cannot be disjoint, since otherwise its
(closed) complement must be infinite, but we just showed closed sets are finite. It follows
that for any two distinct elements of SpecCrxs, there do not exist disjoint open subsets
separating them, since pairs of open subsets of SpecCrxs cannot even be disjoint. Thus
the Zariski topology on SpecCrxs is not Hausdorff.

Solution to Exercise 3.43. First note that if I is any ideal of a commutative ring R, then
since the quotient map π : R ↠ R{I is surjective, the statement of Exercise 8.5 implies π
induces a homeomorphism of SpecpR{Iq onto the closed subset V pkerπq “ V pIq of SpecpRq.
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We now prove the statement of Exercise 8.5. Define φ7 : SpecB Ñ SpecA by φ7ppq “ φ´1ppq.
We first show φ7 is a well-defined map into SpecA. To that end, we need to show for a
given p P SpecB that q – φ´1ppq is indeed a prime ideal of A. To see this, note that if
x, x1 P q “ φ´1ppq and a P A, then φpxq, φpx1q P p, so since p is an ideal we have

φprx ` x1
q “ φprqφpxq

Pp

`φpx1
q

Pp

P p,

so q is an ideal of A. And q is prime, since if xx1 P q “ φ´1ppq for some x, x1 P A, then
φpxx1q “ φpxqφpx1q P p, which by primality of p implies φpxq P p or φpx1q P p. Hence x or x1

is in φ´1ppq.

To show φ7 is a homeomorphism of SpecB onto the closed subset V pkerφq, it suffices to show

(i) φ7 is a closed map and imφ7 “ V pkerφq,

(ii) φ7 is continuous, and

(iii) φ7 is injective.

Proof of (i). Let I be an ideal of B. It suffices to show φ7pV pIqq “ V pφ´1pIqq.

(Ă) Let p Ą I. We need to show φ´1ppq Ă p´1pIq, that is, that ta P A | φpaq P pu Ă

ta P A | φpaq P Iu. And this is true, because if a P A and φpaq P I Ă p, then φpaq P p.
Hence φ7pV pIqq Ă V pφ´1pIqq.

(Ą) Suppose φ´1ppq Ą φ´1pIq. We need to show p Ą I. If b P I, then φ´1pbq P φ´1ppq by
hypothesis. Thus, whatever maps has image b also maps into p, which means p P b.
Since b P I was arbitrary, p Ą I.

Hence φ7pV pIqq “ V pφ´1pIqq for all ideals I of B, so φ7 is a closed map.

The above argument in particular shows that if φ7pSpecBq “ φ7pV p0qq “ V pφ´1pp0qqq “

V pkerφq, so φ7 maps SpecB onto the closed subset V pkerφq of SpecA.

Proof of (ii). We claim φ7 is continuous, so it is enough to show the preimages of closed sets
under φ7 are closed. If J is an ideal of A, then

pφ7
q

´1
pV pJqq “ tp P SpecB | φ7

ppq P V pJqu “ tp P SpecB | φ´1
ppq Ą Ju

“ tp P SpecB | p Ą φpJqu “ V pφpJqq,

which is closed in SpecB. Thus φ7 is continuous.

Proof of (iii). Suppose φ7ppq “ φ7ppq. Let b P B. Since φ is surjective, there exists a P A
such that φpaq “ b. Then

b P p ðñ a´1
P φ´1

ppq “ φ´1
pp1

q ðñ b P p1.

Hence p “ p1, so φ7 is injective. Thus φ7 is a homeomorphism of SpecB onto the closed
subset V pkerφq of SpecA.

By our initial remarks, this completes the proof of Exercise 8.5.

Version of February 5, 2024 at 11:53am EST Page 125 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 11: Proofs

Proof of Theorem 4.6. Suppose R is a local ring with maximal ideal m. Then for any
u P R ∖ m, puq must equal R because puqĂ{ m and m is the only maximal ideal. Hence
puq “ R, so u is a unit. Thus R∖Rˆ Ă m. For the reverse inclusion, note that any u of R is
not in m, since otherwise R “ puq Ă m Ĺ R, a contradiction. Thus m “ R∖Rˆ.

For the converse, assume R∖Rˆ “ m, or equivalently that R∖m “ Rˆ. We claim R is local
with maximal ideal m. Let I Ĺ R be any proper ideal. Then I X Rˆ “ ∅ (since otherwise
I “ R as above), so I Ă R∖Rˆ “ m. Thus m is the unique maximal ideal of R, so R is local
with maximal ideal m.

Proof of Proposition 4.11. If p
ř8

n“0 anx
nqp

ř8

n“0 bnx
nq “ 1 then a0b0 “ 1. Hence a0 is a unit

in R.

On the other hand, if f “
ř

n anx
n and a0 is a unit in R, a0b0 “ 1 for some b0 P R. Then

b0f “
ř8

n“0 b0anx
n “ 1 ` x

ř8

n“0 b0anx
n´1 “ 1 ´ xg for some g “

ř8

n“0p´b0anx
n´1q, so b0f

is a unit. Thus f is a unit.

Proof of Proposition 4.14. To see I Ă pxvpIqq, suppose f P I such that vpfq “ vpIq. Then
f “ xvpfqpa0 ` a1x ` ¨ ¨ ¨ q “ xvpIq ¨ punitq. Then xvpIq “ f

PI

punitq´1 P I. Thus pxvpIqq Ă I.

Conversely, to see pxvpIqq Ă I, note that if f “
ř8

n“0 anx
n is any arbitrary element of the ideal

I, then f “ xvpfqg and vpfq ě vpIq (by definition of v), so f “ xvpfqg “ xvpIqpxvpfq´vpIqgq P

pxvpIqq. Thus I Ă pxvpIqq.

Proof of Proposition 4.20. We need to show „ is indeed an equivalence relation on AˆS,
and that the ring operations are well-defined. „ is an equivalence relation on AˆS: It is
immediate that it is reflexive and symmetric, and it is transitive because if pa, sq „ pb, tq and
pb, tq „ pc, uq then there exist v, w P S such that

vpat ´ bsq “ 0 and wpbu ´ ctq “ 0,

that is,

vuwpat ´ bsq “ 0 and svwpbu ´ ctq “ 0.

Adding these two equations, we obtain

˘vwpau ´ csq “ 0.

Now tvw P S, since t, v, w P S and S is multiplicatively closed, so we can conclude pa, sq „

pc, uq. The rest of the proof is left as an exercise.

Proof of Lemma 4.29. Recall j is the canonical ring homomorphism j : S´1A Ñ A given
by a ÞÑ pa, 1q. Then jpaq “ pa, 1q “ p0, 1q if and only if there exists s P S such that
s ¨ pa ¨ 1 ´ 0 ¨ 1q “ 0.

Proof of Lemma 4.34. Define

Rrxs ÝÑ Rf ,

R Q r ÞÝÑ pr, 1q,
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x ÞÝÑ p1, fq.

This map is certainly a ring homomorphism. Since this map is surjective (any element
a{f j P Af is the image of axj P Rrxs), it is enough to show its kernel is pxf ´ 1q. To see this,
note that pxf ´ 1qhpxq has image pp1{fqf ´ 1qhpxq “ 0 ¨ hpxq “ 0. On the other hand, if the
image of gpxq “

řdeg g
i“1 bix

i is 0, then 0 “
ř

i bip1{fqi “
ř

i bi{f
i, so by multiplying through

by fdeg g we obtain 0 “
řdeg g
i“1 bif

deg g´i “ 0 (for the first equality here we used here that fdeg g

is a unit in Af to be able to multiply through by fdeg i). Hence px ´ 1{fq “ p1{fqpxf ´ 1q

divides g, so g P pxf ´ 1q in Af (again since f is a unit in Af ).

Proof of Proposition 4.36. For a{s P S´1A, define

rφ
´a

s

¯

– φpsq´1
¨ φpaq.

φ is well-defined: If a{s “ b{t in S´1A (so a, b P A, meaning by define there exists u P S such
that upat ´ bsq “ 0 in A).

Applying φ, we get 0 “ φpuqpφpaqφptq ´ φpbqφpsqq. Because φpsq, φptq, φpuqφpSq Ă Bˆ in B,
we deduce φpsq´1φpaq ´ φptq´1φpbq “ 0. Thus rφ is well-defined.

rφ is a ring homomorphism: We have rφp1, 1q “ φp1q´1φp1q “ 1 and

rφ

ˆ

a

s
¨
b

t

˙

φpstq´1φpabq “ φpsq´1φpaqφptq´1φpbq “ rφ
´a

s

¯

rφ

ˆ

b

t

˙

and

rφ

ˆ

a

s
`
b

t

˙

“ rφ

ˆ

at ` bs

st

˙

“ φpstq´1φpat ` bsq

“ φpstq´1φpat ` bsq “ φpsq´1φpaq ` φptq´1φpbq “ rφpa{sq ` rφpb{tq,

so rφ is a ring homomorphism. And rφ makes the diagram commute, because rφ ˝ jpaq “

rφpa{1q “ φpaq. Finally, rφ is unique because for any ring homomorphism ψ : S´1A Ñ B such
that ψ ˝ j “ φ, and for all x “ a{s P S´1A, we have

ψ
´s

1
¨ x
¯

“ ψ
´a

1

¯

“ ψ ˝ jpaq “ φpaq.

And ψpjpsqq ¨ ψpxq “ φpsq ¨ ψpxq. Again since φpsq P Bˆ, this forces ψ
`

a
s

˘

“ φpsq´1 ¨ φpaq.
Thus rφ is unique.

Proof of Lemma 4.41. Let J be an ideal of S´1A. Let I “ j´1pJq, which is an ideal of A as
the preimage of a ring homomorphism.

• S´1I Ă J : It suffices to show that if S´1I is generated as an ideal of S´1A by
tjpxq | x P Iu then this set is in J . But tjpxq | x P Iu Ă J , so we are done.

• J Ă S´1I: Let x “ a{s P J for a P A and s P S. Then s¨x
1

“ a
1

P J . But a
1

“ jpaq, so
a P I by definition. Thus x “ a

s
P S´1I. That proves the surjectivity.

We now show the failure of injectivity. If I X S ‰ ∅, then S´1I X pS´1Aqˆ ‰ ∅. Hence
S´1I “ S´1A. Conversely, if S´1A “ S´1I, then we can write p1 “q1{1 P S´1A, since in
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S´1A we have

1 “
ÿn

i“1

xi
si

for some xi P I, si P S

“
ÿn

i“1

ti ¨ xi
s1 ¨ ¨ ¨ sn

, where ti “ s1 ¨ ¨ ¨ si´1si`1 ¨ ¨ ¨ sn,

that is, there exists u P S such that u ¨ ps1 ¨ ¨ ¨ sn ´
řn
i“1 tixiq “ 0 in A, hence

u ¨
ÿn

i“1
tixi

PI, since
each xiPI

“ us1 ¨ ¨ ¨ sn
PS, since

u1,s1,...,snPS

in A

Thus I X S ‰ ∅.

Proof of Proposition 4.42. We first show this map is surjective. Give a prime q P

SpecpS´1Aq, by Lemma 4.41 we can write q “ S´1I for some ideal I of A such that
I XS “ ∅. So, to show surjectivity here, we just need to check I is prime. But when proving
Lemma 4.41, we showed that we can take I “ j´1pqq, and this is prime since the preimage of
a prime ideal is a prime ideal. On the other hand, suppose we are given p P SpecA such that
p X S “ ∅, we claim that

(a) S´1p is prime, and

(b) j´1pS´1pq “ p. (Note that this is not true without the assumption p is prime, and it is
an exercise to find such examples.)

And (b) holds, since certainly p Ă j´1pS´1pq. If x P j´1pS´1pq, then jpxq P S´1p, and hence
can be written x{1 “ a{s for some s P S and a P p. Thus there exists u P S such that
upsx ´ aq “ 0 in A. Hence usx “ ua P p. But u, s P S, so since p is an ideal not intersecting
S we must have u, s R p. Since p is prime, we conclude x P p, which proves (b). The proof of
(a) is similar.

Proof of Corollary 4.43. By last time, the bijection SpecAp
–

ÝÑ

tq P SpecA | q X pA∖ pq “ ∅u “ tq P SpecA | q Ă pu.

Proof of Proposition 4.50. As A Ă Ap Ă FracA for all p P SpecA, A Ă
Ş

pPSpecAAp Ă
Ş

mPMaxpAq
Am, so it suffices to show

Ş

mPMaxpAq
Ă A. To that end, suppose x P

Ş

mPMaxpAq
Am.

Consider

I “ ty P A | xy P Au.

If I “ A, then 1 P I and we win. So we may assume I is a proper ideal of A. Then I is
contained in some maximal ideal m. Since x P Am, we know there exists s P A∖m such that
sx P A. Hence s P I Ă m, a contradiction, since x “ a{s for some a P A and some s P A∖m.
But then there are zerodivisors in A, but A has no zerodivisors.

Proof of Theorem 4.54. We only prove that S´1 is exact (that is, preserves exact sequences).
We are given ker g “ im f ,

S´1g ˝ S´1f “ S´1
pg ˝ f

the zero map

q,
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so impS´1fq Ă kerpS´1gq. Now suppose n{s P kerS´1g for some n P N , s P S. Then
gpnq

s
“ 0 in S´1P,

that is, there exists t P S such that tgpnq “ 0 in P . Hence gptnq “ 0 in P , so tn P ker g “ im f ,
and we find m P M such that fpmq “ tn. Thus pS´1fq

`

m
st

˘

“ n
s

in S´1N , so n{s P impS´1fq.
This completes the proof.

Proof of Definition 4.57. M XP Ă M Ă P , so S´1pM XP q Ă S´1M Ă S´1P , so S´1pM X

P q Ă pS´1Mq X pS´1P q.

Conversely, if α P pS´1pMqq X pS´1pP qq Ă S´1N , then any element α of the left-hand side
(the intersection) can be written as x{s and as y{t simultaneously, for x P M , y P P , s, t P S.
Then by definition of the equivalence relation, there exists u P S such that upxt ´ ysq “ 0 in
N , so in particular in N we have

ux
PM

t “ u y

PP

s

so utx “ usy P M X P . Then

α “ x{s “
utx P M X P

uts P S
,

a contradiction.

Proof of Proposition 4.61. We have

jpmq “ 0 ðñ pm, 1q „ p0, 1q

ðñ there exists u P S such that upm ¨ 1 ´ 0 ¨ 1q “ 0

ðñ there exists u P S such that um “ 0

ðñ there exists u P S X AnnApmq

ðñ S X AnnApmq ‰ ∅.

Proof of Lemma 4.74. Recall that the annihilator Annpxq “ ta P A | a ¨ x “ 0u of a nonzero
element x P Q is a proper ideal of A (indeed, it is immediate that it is an ideal, and 1 R Annpxq

since 1 ¨ x “ x ‰ 0.) Thus Annpxq Ă m for some maximal ideal m Ă A. Since Qm “ 0,
s ¨ x “ 0 for some s P A ∖ m. But then s P Annpxq Ă m, a contradiction. We conclude
Q “ 0.

Proof of Theorem 4.75. We know (1) ùñ (2) since localization is exact, and (2) ùñ (3)
because maximal ideals are prime. It therefore suffices to assume (3) and prove (1). Since

p1q ðñ ker g “ im f

ðñ im f Ă ker g and ker g{ im f “ 0 (11.6.2)
ðñ im f ` ker g “ ker g (11.6.3)
ðñ pim f ` ker gq{ ker g “ 0,

it suffices to show pim f ` ker gq{ ker g “ 0. We will work with the short exact sequence
0 Ñ im f Ñ im f ` ker g Ñ pim f ` ker gq{ im f Ñ 0.
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Note that for all m P MaxpAq, the sequences

0 ÝÑ kerpgmq ãÝÑ Nm
gm

ÝÝÑ Pm,

0 ÝÑ kerpgqm ãÝÑ Nm
gm

ÝÝÑ Pm,

are exact; the first is immediate, and the second is a localization of the exact sequence
0 Ñ ker g ãÑ N

g
ÝÝÑ P , hence is exact. Thus (for instance, by the 5-lemma), we have

kerpgmq “ kerpgqm.

On the other hand, since M f
ÝÝÑ im f Ñ 0 is exact, so is its localization Mm

fm
ÝÝÑ Nm Ñ 0, so

by the same argument we obtain impfmq “ impfqm.

Thus
ˆ

impfq ` kerpgq

kerpgq

˙

m

–
impfqm ` kerpgqm

kerpgqm
“

impfmq ` kerpgmq

kerpgmq
“ 0

for all m, since the last equality above is equivalent to our assumption, (3). (Indeed, (3)
holds ðñ pimpfmq ` kerpgmqq{ kerpgmq follows from the same chain of equivalences as does
Equation (11.6.2)). Then again applying Lemma 4.74, we obtain pim f ` ker gq{ ker g “ 0,
that is, im f Ă ker g. We can then consider the quotient module ker g{ im f , which must be 0
again by the claim; indeed, again by (3) we have

pkerpgq{ impfqqm “ kerpgqm{ impfqm “ kerpgmq{ impfmq “ 0

for all m. Thus kerpgq “ impfq.

Solution to Exercise 4.76. (a) Let m{s, n{t, w{q P S´1M be arbitrary.
„ is reflexive: m{s „ m{s, since

1
PS

¨psm ´ smq “ 1 ¨ 0 “ 0 in M.

„ is symmetric: If m{s „ n{t, then there exists u P S such that 0 “ uptm ´ snq “

´upsn ´ tmq. Multiplying both sides by the element ´1 of A, we obtain

0 “ u
PS

psn ´ tmq,

so n{t „ m{s.
„ is transitive: Suppose m{s „ n{t and n{t „ w{q. Then there exist u, v P S such that

0 “ uptm ´ snq (11.6.4)
0 “ vpqn ´ twq. (11.6.5)

We want some ℓ P S such that 0 “ ℓpqm ´ swq. Multiplying Equation (11.6.4) by qv
and multiplying Equation (11.6.5) by su, we obtain the equations

qvutm “ qvusn (11.6.6)

and

suvqn “ suet, (11.6.7)

respectively, in A. And suvqn “ qvutm since A is commutative, so Equations (11.6.6)
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and (11.6.7) imply qvutm “ suvtw, that is,

vutpqm ´ swq “ 0.

Thus we can choose ℓ “ vut, and this is a valid choice bc v, u, t P S and S is multiplica-
tively closed.

(b) We first show S´1M is an abelian group with addition S´1MˆS´1M Ñ S´1M given by
m1

t1
`
m2

t2
–

t2m1 ` t1m2

t1t2
.

To show addition is well-defined, we will argue similar to showing transitivity of „ in
part (a). Suppose m1

1{t11 “ m1{t1 and m1
2{t12 “ m2{t2. We claim

t2m1 ` t1m2

t1t2
“
t12m

1
1 ` t11m

1
2

t11t
1
2

.

We seek an ℓ P S such that

ℓpt1t2pt
1
2m

1
1 ` t11m

1
2q ´ t11t

1
2pt2m1 ` t1m2qq “ 0 in M,

which by expanding out is equivalent to

ℓpt1t2t
1
2m

1
1 ` t1t2t

1
1m

1
2 ´ t11t

1
2t2m1 ´ t11t

1
2t1m2q “ 0 in M. (11.6.8)

Since m1
1{t11 “ m1{t1 and m1

2{t12 “ m2{t2, there exist u1, u2 P S such that

0 “ u1pt11m1 ´ t1m
1
1q “ u2pt

1
2m2 ´ t2m

1
2q in M.

Then in particular we have

u1t
1
1m1 “ u1t1m

1
1 (11.6.9)

and

u2t
1
2m2 “ u2t2m

1
2 (11.6.10)

in M . Then if we set ℓ “ u1u2, then ℓ P S since S is multiplicatively closed, and the
left-hand side of Equation (11.6.8) can be written as

ℓpt1t2t
1
2m

1
1 ` t1t2t

1
1m

1
2 ´ t11t

1
2t2m1 ´ t11t

1
2t1m2q “ u1u2t1t2t

1
2m

1
1 ` u1u2t1t2t

1
1m

1
2

´ u1u2t
1
1t

1
2t2m1 ´ u1u2t

1
1t

1
2t1m2

“ u1t1m
1
1

“A

u2t
1
2t2

—D

`u2t2m
1
2

“B

pu1t
1
1t1q

—C

´pu1t
1
1m1

—A

qu2t
1
2t2

“D

´ pu1t
1
1t1q

“C

pu2t
1
2m2

—B

q

“ AD ` BC ´ AD ´ CB “ 0 in A,

as desired. Thus addition is well-defined. This addition operation has identity 0{1,
inverses ´pm{tq “ p´mq{t, and is associative because
ˆ

m1

t1
`
m2

t2

˙

`
m3

t3
“
t2m1 ` t1m2

t1t2
`
m3

t3
“
t3pt2m1 ` t1m2q ` pt1t2qm3

pt1t2qt3

“
t2pt3m1q ` t3pt1m2q ` pt1t2qm3

t1pt2t3q
“

pt2t3qm1 ` t1pt3m2 ` t2m3q

t1pt2t3q

“
m1

t1
`

ˆ

t1m2 ` t2m3

t2t3

˙

“
m1

t1
`

ˆ

m2

t2
`
m3

t3

˙

.

Hence S´1M is an abelian group under the above definition of addition.

Version of February 5, 2024 at 11:53am EST Page 131 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 11: Proofs

Define S´1AˆS´1M Ñ S´1M by
a

m
¨
m

t
–

am

st
.

To see this map is well-defined, suppose a1{s1 “ a{s in S´1A and m1{t1 “ m{t in S´1M .
Then there exist u, v P S such that usa1 “ us1a and vtm1 “ vt1m. Then ℓ – uv is an
element of S since u, v P S and S is multiplicatively closed, and

ℓpsta1m1
´ s1t1amq “ ppvtm1

qpusa1
q ´ pvt1mqpus1aqq “ 0.

so
a1

s1
¨
m1

t1
“
a1m1

s1t1
“
am

st
“

a

m
¨
m

t
.

Hence this is a well-defined map. To see this map is a ring action, first let
m{t,m1{t1,m2{t2 P S´1M and r{s, r1{s1, r2{s2 P S´1A be arbitrary. Then

– 1
1

¨ m
t

“ 1¨m
1¨t

“ m
t
,

– r1
s1

¨

´

r2
s2

¨ m
t

¯

“ r1
s1

¨ r2m
s2t

“ r1r2m
s1s2t

“

´

r1
s1

¨ r2
s2

¯

¨ m
t
,

–
´

r1
s1

` r2
s2

¯

¨ m
t

“

´

r1s2`r2s1
s1s2

¯

¨ m
t

“
pr1s2`r2s1q¨m

s1s2¨t
“ r1s2m`rs1m

s1s2t
“ r1s2m

s1s2t
` r2s1m

s1s2t
“

´

s2
s2

¨ r1
s1

¯

`

´

s1
s1

¨ r2
s2

¯

¨ m
t

“ r1
s1

¨ m
t

` r2
s2

¨ m
t
, where in the last step we used the fact

s1{s1 “ s2{s2 “ 1{1, which is true because

1
PS

p1 ¨ s1 ´ s1 ¨ 1q ´ 1
PS

p1 ¨ s1 ´ s1 ¨ 1q “ 0.. (11.6.11)

– Finally,
r

s

ˆ

m1

t1
`
m2

t2

˙

“
r

s

ˆ

t2m1 ` t1m2

t1t2

˙

“
rpt2m1 ` t1m2q

st1t2

“
rt2m1 ` rt1m2

st1t2
“
rt2m1

st1t2
`
rtm2

st1t2
“
r

s
¨
m1

t1
`
r

s
¨
m2

t2
,

where the reasoning in the last step above is similar to that of Equation (11.6.11).

Solution to Exercise 4.77. Let J be the ideal of the ring S´1A generated by jpIq. As an
ideal of S´1A, J is a submodule of S´1A when we identify S´1A as a module over itself.

On the other hand, let S´1I be the S´1A-module constructed as in Exercise 9.1 from the
A-module I (that is, from the submodule I of A when viewing A as a module over itself).
We claim S´1I and J can be canonically identified as S´1A-modules.

• S´1I Ă pjpIqq: Let m{t P S´1I, so that m P I. Then
m

t
“

1

t
¨
m

1
“

1

t
PS´1A

¨ jpmq

PjpIq

P pS´1Aq ¨ jpIq Ă pjpIqq.

• pjpIqq Ă S´1I: Let m{t P pjpIqq. Then for some n P Zě1, aj P A, bj P I, sj P S, we have
m

t
“
ÿn

j“1

ˆ

aj
sj

˙

jpbjq.

Version of February 5, 2024 at 11:53am EST Page 132 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 11: Proofs

Then
m

t
“
ÿn

j“1

aj
sj

¨
bj
1

“

řn
j“1p

śn
k“1,k‰j skqajbj

p
śn

j“1 sjq
.

This is an element of S´1I, because the numerator is a linear combination elements in
I, and the denominator is in S.

Solution to Exercise 4.80. We can now prove the statement of Exercise 9.4

(a) Let S “ A∖ p. Computing in Ap, we have

a

p0q

Exercise
8.2
“

č

wPSpecA
w “

č

qPSpecA
qĄp

S´1q

minimality
of p in SpecA

“ S´1p
Exercise

9.2
“ pAp,

where the second inequality is because the map S´1 : A Ñ S´1A via q ÞÑ q{1 induces an
inclusion-preserving bijection of tq P SpecA | p Ą qu onto SpecpApq. Hence pAp is the
nilradical of the local ring Ap, and in particular all elements of pAp are nilpotent in Ap.
Before showing that if A is reduced then Ap{pAp is a field, we prove an important result.

Lemma 11.7.
If A is a commutative ring and p P SpecA, then Ap is a local ring with maximal
ideal pAp.

Proof of Lemma 11.7. It suffices to show Ap ∖ pAp “ Aˆ
p.

pĂq: Suppose f{s P Ap ∖ pAp. Then f R p, since otherwise f{s P pAp since 1{s P Ap.
But this means f P A ∖ p, so jpfq “ f{1 is a unit of Ap, since its inverse 1{f is an
element of Ap by construction. Hence Ap ∖ pAp Ă Aˆ

p.
pĄq: Suppose f{s P Aˆ

p. Then there exists g{t P Ap such that fg{st “ 1{1 in Ap.
Equivalently, there exists u P A ∖ p such that up1 ¨ fg ´ st ¨ 1q “ 0. Since 0 P p and
u R p, we must have fg ´ st P p because p is prime. But primality of p also implies
that st R p, since s, t R p. Thus fg “ st is not in p. If f P p, then since p is an ideal we
must have fg “ st P p, a contradiction, so we conclude f R p. Hence f{s P Ap ∖ pAp, so
Aˆ

p Ă Ap ∖ pAp. This completes the proof.
Now suppose A is reduced. Then Ap is reduced for the following reason: If A is reduced
and pa, sq P S´1A, a P A, s P S such that pa, sqn “ 0, then pan, snq “ p0, 1q. In A we
have an0 “ 0 for some u P S, so anu “ 0 for some u P S. Then anun “ pauqn “ 0, so
au “ 0. But then pa, sq “ p0, 1q, so Ap is reduced. It follows that pAp Ă

a

p0q “ p0q, so

Ap – Ap{p0q – Ap{
a

p0q “ Ap{pAp,

which is a field because pAp is a (the) maximal ideal of Ap by Lemma 11.7.

(b) For each p P SpecA, let jp : A Ñ Ap be the natural localization map a ÞÑ a{1. We claim

Π: A ÝÑ
ź

minimal
p PSpecA

jp,

a ÞÝÑ
ź

minimal
p PSpecA

jppaq

is injective. We know this map is a ring homomorphism by the universal mapping
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property of the Cartesian product of modules, and its kernel is

kerΠ “
č

minimal
p P SpecA

ker jp “
č

minimal
p P SpecA

ta P A | sa “ 0 in A for some s P A∖ pu.

It follows that if x P kerΠ, then for all minimal prime ideals p, there exists sp P Ap such
that spx “ 0 P p. But sp R p, so x P p since p is prime. Before continuing, we need the
following result:

Lemma 11.8.

If p is a prime ideal of a nonzero commutative ring A, then p contains some minimal
prime ideal p0.

Proof of Lemma 11.8. Since A is nonzero, it contains a maximal (hence prime) ideal
p. Thus the set SpecA of all prime ideals of R is nonempty, and it is ordered by
reverse-inclusion. Let A be a totally ordered subset of SpecA. Then A is bounded
above (with respect to reverse-inclusion) by the ideal J “

Ş

IPA I, which is an element
of SpecA because it is prime: to see A is prime, let xy P J . Then xy P I for all I P A.
Now let B “ tI P A | y P Iu. Let K “

Ş

IPB I. Since A is totally ordered, either K “ J
(and we’re done, since then y P J) or K Ą J and for all I P A such that I is properly
contained in K, we have y R I. But that means that for all those I, x P I, since they
are prime. Hence x P J . In either case, J is prime as desired. Hence by Zorn’s lemma
we get a maximal element which in this case is a minimal prime ideal. Thus if p is any
prime ideal of A, then by the argument above Ap has a minimal prime ideal p1

0. Then
by Corollary 4.43, p1

0 pulls back to a minimal ideal p0 of A contained in p.
Thus by Lemma 11.8 all prime ideals q of A contain some minimal prime ideal p0, so it
follows that x is contained in all prime ideals of A, and in particular x P

Ş

p P SpecA p,
and this intersection equals

a

p0q by Exercise 8.2. But
a

p0q “ 0 since A is reduced, so
x “ 0. Since x was an arbitrary element of kerΠ, we conclude Π is injective. Hence Π
is an isomorphism. This completes the proof of Exercise 9.4.
Note that the argument above shows the following useful fact:

Corollary 11.9.

If A is a commutative ring, then

A “
č

p P SpecA
p “

č

minimal
p P SpecA

p.

Solution to Exercise 4.81. Let A “ Crx, ys. The collection of zerodivisors of A{pxyq is
precisely pxq Y pyq, so we can write FracpA{pxyqq “ S´1pA{pxyqq for S “ A ∖ ppxq Y pyqq.
Since

FracpA{pxyqq “ S´1
pA{pxyqq – S´1A{S´1

ppxyqq,

it suffices to exhibit a surjective ring homomorphism S´1A Ñ Cpxq ˆCpyq with kernel
S´1ppxyqq. Define ψx : A Ñ Cpxq by ψxpfq – fpx, 0q{1. (Well-definedness is clear since
A “ Crx, ys.)
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• ψx is a well-defined surjective ring homomorphism: If f, g P A then ψxp1q “ 1{1,
ψpfq ` ψxpgq “ fpx, 0q{1 ` gpx, 0q{1 “ pf ` gqpx, 0q{1 “ ψxpf ` gq, and ψxpfqψxpgq “
fpx,0q

1
¨
gpx,0q

1
“

pf ¨gqpx,0q

1
“ ψxpfgq. Thus ψx is a ring homomorphism.

• ψ descends to a well-defined ring homomorphism rψx : S
´1A Ñ Cpxq: If f P S then

ψpfq “ fpx, 0q ‰ 0 in Cpxq, since otherwise f P pyq, contradicting f P S “ Crx, ys ∖
ppxq Y pyqq. Thus ψxpfq P Cpxqˆ, so ψxpSq Ă Cpxqˆ since f was an arbitrary element of
S. Then by the universal mapping property of localization, there exists a unique ring
homomorphism rψx : S

´1A Ñ Cpxq such that rψx ˝ j “ ψx. By the proof of this result,
the formula for rψx at any f{s P S´1A is

rψxpf{sq “ ψxpsq´1ψxpfq “ fpx, 0q
L

spx, 0q.

• rψx is surjective: Suppose fpxq{gpxq P Cpxq, so that gpxq is a nonzero element of gpxq.
Then fpxq`y

gpxq`y
is an element of S´1A, which can be seen as follows. If gpxq ` y R S then

either gpxq ` y P pxq or gpxq ` y P pyq. The former case fails, since otherwise y can be
written as a polynomial in x, so we may assume gpxq ` y P pyq. But then gpxq “ 0, a
contradiction. Thus fpxq`y

gpxq`y
P S´1A, and its image under rψx is

rψx

ˆ

fpxq ` y

gpxq ` y

˙

“ ψxpgpxq ` yq
´1ψxpfpxq ` yq “ pgpxq ` 0q

´1
pfpxq ` 0q “ fpxq{gpxq,

as desired.

• ker rψx “ S´1ppyqq: Note f{s P ker rψx if and only if ψxpsq´1ψxpsq “ 0. Because rψxpspxqq

is a unit in Cpxq and hence not a zerodivisor in Cpxq, this happens if and only if
ψxpfpx, yqq “ 0. Since ψxpfpx, yqq “ fpx, 0q, we conclude fpx, yq{spx, yq P ker rψx if and
only if fpx, yq P pyq. Thus

ker rψx “

"

fpx, yq

spx, yq
P S´1A

ˇ

ˇ

ˇ

ˇ

fpx, yq P pyq in Crx, ys

*

“ pyqpS´1Aq “ S´1
ppyqq.

In summary, we obtained a ring homomorphism rψx : Crx, ys Ñ Cpxq with kernel S´1ppyqq.

Running through the exact same arguments as above, mutatis mutandis, we obtain a surjective
ring homomorphism rψy : Crx, ys Ñ Cpyq with kernel S´1ppxqq. Then the product ring
homomorphism Π – rψxˆ rψy : S

´1pCrx, ysq is surjective ring homomorphism with kernel

ker rψx X ker rψy “ S´1
ppxqq X S´1

ppyqq “ S´1
ppxq X pyqq “ S´1

ppxyqq,

where we used that pxq X pyq “ pxyq. (Indeed, if x P pxq X pyq then we can write fpx, yq

as both xhpx, yq and ykpx, yq for some hpx, yq, kpx, yq P Crx, ys, so both x and y divide
fpx, yq, and hence fpx, yq P pxyq. Conversely, if f P pxyq then f P pxq X pyq because
pxyq “ pxqpyq Ă pxq X pyq.) Thus kerΠ “ S´1ppxyqq, so by the first isomorphism theorem Π

descends to an isomorphism FracpCrx, ys{pxyqq
–
Ñ CpxqˆCpyq.

Proof of Proposition 5.4. (1) ðñ (2) is a formality of partially ordered sets: given (2), a
chain N0 Ă N1 Ă ¨ ¨ ¨ in M has a maximal element, and hence stabilizes; given (1), if T P Σ
has no maximal element, then we can inductively construct a non-terminating chain—namely,
choose N0 P T ; since N0 is not maximal, there exists N1 P T such that N0 Ĺ N1, and so on.
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(2) ùñ (3): Let N be a submodule of M , and let Σ be the set of finitely generated
A-submodules of N . Then Σ ‰ ∅ because p0q P Σ, so Σ has a maximal element N0 Ă N with
respect to inclusion. If N0 ‰ N , then for any n P N ∖ N0, we have N0 Ĺ N0 ` A ¨ n Ă N ,
and N0 ` Anis still finitely generated. Thus N0 “ N (is finitely generated).

(3) ùñ (1): Let N0 Ă N1 Ă ¨ ¨ ¨ be a chain of submodules of M . Then N “
Ť8

j“0 is a
submodule of M (because it is a chain! We saw a similar argument for ideals), and hence is
finitely generated, that is, N “

řr
i“1Axi with xi P Nji for some ji.

Let k “ maxtj1, . . . , jru. Then for all i, xi P Nk, and thus N “ Nk, so the chain stabilizes.

Proof of Lemma 5.6. Assume M is Noetherian. Any chain of submodules N0 Ă N1 Ă ¨ ¨ ¨

of M1 (resp. M2) gives a chain of submodules M via ipN0q Ă ipN1q Ă ¨ ¨ ¨ (resp. π´1pN0q Ă

π´1pN1q Ă ¨ ¨ ¨ ); this chain stabilizes in M , and hence so too does the original chain by taking
i´1 (resp. π).

Conversely, assume M1 and M2 are Noetherian and let N0 Ă N1 Ă ¨ ¨ ¨ be a chain of
submodules of M . Then ti´1pNℓquℓě0 and tπpNℓquℓě0 are chains of submodules of M1 and
M2, and hence becomes stable for all ℓ ě ℓ0 for some ℓ0. The same holds for Nℓ: for ℓ ě ℓ0,
we have a commutative diagram of the form

0 i´1pN2q Nℓ πpNℓq 0

0 i´1pNℓ`1q Nℓ`1 πpNℓ`1q 0

with exact rows, from which we see Nℓ “ Nℓ`1 by a straightforward diagram chase.

Proof of Proposition 5.8. (1) ùñ (2): This is immediate from the last proposition.

(2) ùñ (1): M is finitely generated over A means there exist m1, . . . ,mr P M such that
M “

řr
i“1Ami. Thus the map An Ñ M given by pa1, . . . , anq ÞÑ a1m1 ` ¨ ¨ ¨ ` anmn is

surjective. Since A is Noetherian (as a ring), A is a Noetherian A-module. By Lemma 5.6,
An is thus also a Noetherian A-module, which can be seen by induction using the short exact
sequence

0 An´1 An A 0
px1,...,xnqÞÝÑpx1,...,xn´1,0q

px1,...,xn´1,xnqÞÝÑxn

and because quotients of Noetherian A-modules are Noetherian. Hence, by another application
of Lemma 5.6, we conclude M is Noetherian.

Proof of Proposition 5.21. Suppose x is not a product of irreducible elements. Then x “ x1a
for some x1, a R Rˆ, x1 “ x2a

1, x2 “ x3a
2, and so on. Then

pxq Ĺ px1q Ĺ px2q Ĺ px3q Ĺ ¨ ¨ ¨

is a strictly increasing chain of ideals, so R is not Noetherian.
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Proof of Theorem 5.24. Let I Ă Arxs be an ideal. We want to show I is finitely generated.
Consider the set LT pIq of leading coefficients of elements of I. More precisely, for f P Arxs,
define

LT pfq –

#

0 if f “ 0,

an if fpxq “ anx
n ` an´1x

n´1 ` ¨ ¨ ¨ ` a0 such that an ‰ 0 and ai P A.

and define

LT pIq – tLT pfq | f P Iu.

• LT pIq is an ideal of A: We have LT p0q “ 0, and for f P I we have LT p´fq “ ´LT pfq, so
LT pIq has inverses. More generally, for all c P A, LT pc ¨fq “ c ¨LT pfq, so LT pIq is stable
under A-multiplication. LT pIq is closed under addition, since 0 P LT pIq, and it is enough
to check that for f, g P I such that LT pfq ` LT pgq ‰ 0, then LT pfq ` LT pgq P LT pIq.
We may assume deg f ě deg g. Then

LT pf ` xdegpfq´degpgq
¨ g

PI

q “ LT pfq ` LT pgq,

as desired. (So, we have avoided the cancellation that could have happened in f `

xdegpfq´degpgq ¨ g by restricting to the case LT pfq ` LT pgq ‰ 0.)

Since A is Noetherian, LT pIq is finitely generated, by some a1, . . . , ar P LT pIq. By definition,
there exist fi P I such that LT pfiq “ ai for each i P t1, . . . , ru. Then the ideal

I 1 – pf1, . . . , frq

is an ideal of Arxs contained in I. Let

d – max
iPt1,...,ru

degpfiq,

and let M Ă Arxs be the A-submodule spanned by t1, x, . . . , xd´1u. (So M is the collection
of polynomials of degree ă d).

• For all f P I, there exist g P M and h P I 1 such that f “ g ` h, that is, such that
I “ M X I

g “ f´h P I

`I 1: If degpfq ă d, then this is clear because g “ f and h “ 0. If degpfq ě d,

then since LT pfq P LT pIq “ pa1, . . . , anq Ă A, then LT pfq “
řr
i“1 ciai for some ci P A.

Next consider F – f ´
ř

xdegpfq´degpfiq ¨ ci ¨ fi. Then degpF q ă degpfq, since the leading
term cancelled out. Then the claim follows by iterating this argument inductively.

Now M is a finitely generated A-module, and hence is a Noetherian A-module by a previous
proposition, so the A-submodule M X I Ă M is also finitely generated as an A-module, say
by g1, . . . , gs P I. Then

I “ pg1, . . . , gs, f1, . . . , frq is finitely generated.

Proof of Corollary 5.25. We argue by induction on n P Zě1. The base case n “ 1 is just
Hilbert’s basis theorem. In the general case, recall that by Theorem 1.61 a finitely generated
A-algebra is isomorphic to a quotient Arx1, . . . , xns{I for some n P Zě1 and some ideal I, and
hence is Noetherian by the induction hypothesis.
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Solution to Exercise 5.27. (a) We first show
?
I ` J Ă

a?
I `

?
J . Note that if K,L are

ideals of a commutative ring and K Ă L, then
?
K Ă

?
L. (To see this, consider an

arbitrary a P
?
K. Then there exists n P Zě1 such that an P K. But K Ă L, so an P L.

Therefore, a P
?
L.) Given that I Ă

?
I and J Ă

?
J , it follows that I ` J Ă

?
I `

?
J .

It remains to show
a?

I `
?
J Ă

?
I ` J . Suppose fn P

?
I `

?
J for some n P Zě1.

This means that fn “ a ` b for some a P
?
I and b P

?
J , so there exist m1,m2 P Zě1

such that am1 P I and bm2 P J . We claim fnpm1`m2q P
?
I ` J . We have

fnpm1`m2q
“ pa ` bqm1`m2 “

ÿm1`m2

j“0

ˆ

m1 ` m2

j

˙

Gj,

where Gj “ ajbm1`m2´j. (Note that we used commutativity of A to obtain the second
equality above.) It is enough to show that for all j P t0, . . . ,m1 `m2u, either Gj P I or
Gj P J .

– If m1 ď m2, then for j ď m2, Gj P J since bm1`m2´j P J (since m1 `m2 ´ j ě m2).
For j ě m2, aj P I (since j ě m1), so Gj P I.

– If m2 ď m1, then, arguing similarly as the previous point, if j ď m1 then Gj P J
and if j ě m1 then Gj P I.

We conclude fnpm1`m2q P I ` J , so f P
?
I ` J . Since

a?
I `

?
J Ă

?
I ` J , which

gives us
?
I ` J “

a?
I `

?
J .

(b) Suppose
?
I `

?
J “ A. Then

A “
?
A “

b

?
I `

?
J “

?
I ` J,

where the last equality is by part (a), so in particular 1 P
?
I ` J . But this means there

exists n P Zě1 such that 1 “ 1n P I ` J , so I ` J is the unit ideal, hence I ` J “ A.

(c) Let n P Zě1 and suppose p P SpecA. p Ă
?
pn because any x P p has xn P pn,

hence x P
?
pn. To see

?
pn Ă p, note that if a P A ∖ p then am P A ∖ p for all

m P Zě1 (because A∖ p is multiplicatively closed), and in particular an P A∖ pn (since
pn Ă p ùñ A∖ p Ă A∖ pn). Thus a R

?
p, so p Ą

?
pn, which implies p “

?
pn.

Now suppose k, ℓ ě 1 and let m1,m2 be distinct maximal ideals of A. We want to show
?
mk

1 `
?
mℓ

2 “ A, in which case we are done by part (b). Since maximal ideals are
prime, our argument in the previous paragraph shows that ?

mk
1 “ m1 and ?

mℓ
2 “ m2,

so it suffices to show m1 ` m2 “ A. But this is clear: the fact m1 ‰ m2 implies
m1,m2 Ĺ m1 ` m2, which by maximality of m1,m2 forces m1 ` m2 “ A, as desired.

Solution to Exercise 5.28. (a) Let I be an ideal of A. Since A is Noetherian, we can
write

?
I “ px1, . . . , xrq for some x1, . . . , xr P

?
I. For each j P t1, . . . , ru, there exists

mj P Zě1 such that xmj
j P I (since xj P

?
I).

We claim p
?
Iqn Ă I when n “ rmaxtm1, . . . ,mru. To see this, consider an arbitrary

q P p
?
Iqn. We can write

q “
ÿN

k“1
yk,1 ¨ ¨ ¨ yk,n

for some N P Zě1 and some yk,j for each k P t1, . . . , Nu, for all j P t1, . . . , nu. Since
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?
I “ px1, . . . , xrq, we can write

yk,j “
ÿNk,j

ℓ“1
ak,ℓ,jxℓ

for some aj,k,ℓ P A and some Nk,j P Zě1, for all ℓ P t1, . . . , Nk,ℓu and all j P t1, . . . , nu.
Hence

q “
ÿN

k“1

´

źn

j“1

´

ÿNk,j

ℓ“1
ak,ℓ,jxℓ

¯¯

.

After expanding out (or by observing that the product of n terms, each of which have
some xj as a factor), we see that each term has at least n factors that are elements
of the set tx1, . . . , xru, which has r elements. Since n “ r ¨ maxtm1, . . . ,mru, by the
pigeonhole principle each term has at least one factor in I. (Note that this requires A
be commutative to collect the xj into xmj

j ; whatever that j may be depends on the term
in question, but this shows that at least one exists, which is all we need.) Hence q P I.

(b) By part (a), the ideal p0q contains some power of
a

p0q, that is, p
a

p0qqn “ 0 for some
n P Zě1. Thus

a

p0q is nilpotent.

(c) Consider commutative ring A “ Crx1, x2, x3, . . . s and the ideal I “ px11, x
2
2, x

3
3, . . . q of A.

We claim the nilradical of A{I is the ideal px1, x2, x3, . . . q ` I.
(Ą) If a P px1, x2, x3, . . . q ` I then a is a linear combination of elements xj ` I, each of

which are in the nilradical (because xjj P I for each j, so pxj ` Iqj “ xjj ` I “ I,
which is the zero element of A{I), so because the nilradical is an ideal we conclude
a P

a

p0q.

(Ă) Now suppose an element a ` I of A{I satisfies pa ` Iqn “ 0 ` I for some n P Zě1.
Then an ` I “ 0 ` I, so in A we have an P I “ px11, x

2
2, x

3
3, . . . q Ă px1, x2, . . . q, so

an. Hence a ` I Ă px1, x2, x3, . . . q ` I in A{I.
We conclude the nilradical of A{I is the ideal

a

p0q “ px1, x2, x3, . . . q ` I. But
px1, x2, x3, . . . q is not nilpotent, since for any n P Zě1, the element xnn`1 P p

a

p0qqn

but xnn`1 ‰ 0. Then by (b), A{I must be non-Noetherian. Thus A{I is an example of a
non-Noetherian commutative ring with non-nilpotent nilradical.

Solution to Exercise 5.29. Suppose for a contradiction M ‰ 0. Then there exists a minimal
generating set tm1, . . . ,mnu of M for some n P Zě1. By hypothesis M “ JpAqM , so
mn “ a1m1 ` ¨ ¨ ¨ ` an´1mn´1 ` anmn for some a1, . . . , an P JpAq. We can rewrite this as

p1 ´ anqmn “ a1m1 ` ¨ ¨ ¨ ` an´1mn´1.

The element 1´an is a unit in A by definition of JpAq, so multiplying through by b – p1´anq´1

we obtain

mn “ ba1m1 ` ¨ ¨ ¨ ` ban´1mn´1.

But then tm1, . . . ,mn´1u is a generating set for M , contradicting the minimality of the
original generating set. Hence M “ 0.

Solution to Exercise 5.30. First note that (a) and (b) are mutually exclusive: if we assume
mn ‰ mn`1 for all n P Zě1, then because mn`1 Ă mn we know if mn “ 0 for some n, then
mn`1 “ 0 “ mn, contrary to our assumption.
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Now we can assume for any n P Zě1 that mn “ mn`1. Given n P Zě1, we need to show
mn “ 0. Since A is Noetherian, mn is finitely generated as an A-module (since mn is a
submodule of A when equipping A with the natural A-module structure.) Since A is local
with maximal ideal m, we have

JpAq
p8.3q
“

č

mPMaxpAq
m “ m,

so

JpAqmn
“ m ¨ mn

“ mn`1
“ mn,

where the last equality is by assumption. Applying Nakayama’s Lemma (Exercise 10.3), we
conclude mn “ 0.

Solution to Exercise 5.31. If ker f “ 0 then f is an isomorphism, so we may assume ker f ‰ 0.
Since M is Noetherian and 0 Ĺ ker f Ă kerpf ˝ fq Ă ¨ ¨ ¨ is an ascending chain of submodules
of M , there exists k P Zě1 such that

ker f ˝k
“ ker f ˝pk`1q

“ ¨ ¨ ¨ . (11.9.1)

Suppose x P ker f . Note that f ˝k is surjective since f is, so there exists m P M such that
f ˝kpmq “ x. But then

f ˝pk`1q
pmq “ fpf ˝k

pmqq “ fpxq “ 0,

so m P ker f ˝pk`1q (11.9.1)
“ ker f ˝k. But then x “ f ˝kpmq “ 0, so since x was an arbitrary

element of ker f , we conclude ker f “ t0u.

Proof of Proposition 6.4. Suppose p P SpecA, so that A{p is an integral domain. It is
enough to show A{p is a field. Let x P pA{pq ∖ t0u and consider the descending chain
pxq Ą px2q Ą px3q Ą ¨ ¨ ¨ . Since A and hence A{p is Artinian, this chain stabilizes, so there
exists n P Zě1 such that pxnq “ pxn`1q, that is, xn is a multiple of xn. But xn`1 is always a
multiple of xn, so there exists a unit u P A such that xn “ xn`1 ¨ u. Since A{p is an integral
domain and x ‰ 0, 1 “ x ¨u in A{p. This shows x is a unit in A{p, so since x was an arbitrary
element of pA{pq ∖ t0u, we conclude pA{pq ∖ t0u “ pA{pqˆ. Thus A{p is a field.

Proof of Proposition 6.8. Consider the set

Σ – tm1 X ¨ ¨ ¨ X mk | k P Zě1,m1, . . . ,mk P MaxpAqu.

Σ is nonempty since A has maximal ideals (and because we may assume A ‰ 0), so since A
is Artinian Σ has a minimal element, say m1 X ¨ ¨ ¨ X mn. (Here we are using the equivalent
condition to being Artinian that any nonempty subset of ideals of A has a maximal element.)

Now let m be any maximal ideal of A. Then m X m1 X ¨ ¨ ¨ X mn is an element of Σ and
is contained in m1 X ¨ ¨ ¨ X mn, so by minimality m X m1 X ¨ ¨ ¨mn “ m1 X ¨ ¨ ¨ X mn. Thus
m Ą m1 X ¨ ¨ ¨mn, so by prime avoidance m Ą mi for some i P t1, . . . , nu. Since mi is maximal,
m “ mi. Thus MaxpAq “ tm1, . . . ,mnu.

Proof of Proposition 6.11. We have
a

p0q
p8.2q
“

č

pPSpecA
p

(Artinian)
“

č

mPMaxpAq
m “ JpAq.
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Consider the chain
a

p0q Ą p
a

p0qq
2

Ą p
a

p0qq
3

Ą ¨ ¨ ¨ .

Since A is Artinian, this chain stabilizes, say at I – p
a

p0qqk “ p
a

p0qqk`1 “ ¨ ¨ ¨ . We want
to show I “ 0. Indeed, consider the set

Σ – tideals J of A | J ¨ I ‰ 0u.

If I ‰ 0, then Σ ‰ ∅ (since A P Σ). Then Σ has a maximal element J0. In particular, there
exists x P J0 such that x ¨ I ‰ 0 (since J0 ¨ I “ 0). Then pxq Ă J0 and pxq P Σ, so pxq “ J0.
Computing, we have

xI ¨ I “ x I2

“p
?

p0qq2k“p
?

p0qqk

“ xI.

But then xI P Σ, and xI Ă pxq “ J0, so again by minimality we must have xI “ pxq. Thus
x ¨ y “ x for some y P I, and hence x ¨ yn “ x for all n P Zě1. But y P I “ p

a

p0qqk Ă
a

p0q,
that is, y is in the nilradical, so

a

p0q
n

“ 0 for some n P Zě1. Thus x “ 0. Since x was an
arbitrary element of I, we conclude I “ 0.

Proof of Proposition 6.14. By the proposition, every chain is finite, so any increasing or
decreasing chain stabilizes.

Conversely, if M is Noetherian and Artinian, then there exists a maximal submodule M1 of
M (with respect to inclusion): indeed, if not, then there exists an infinite strictly increasing
chain of submodules, contradicting M is Noetherian.

Similarly, M1—which is Artinian and Noetherian as a submodule of the Artinian and
Noetherian module M—has a maximal submodule, say M2. Continuing this process, we
obtain a strictly decreasing chain of submodules

M Ľ M1 Ľ M2 Ľ M3 Ľ ¨ ¨ ¨ ,

and M is Artinian, hence this sequence stabilizes. It therefore must stabilize at 0 (since
otherwise we could obtain another maximal proper submodule to get yet another proper
submodule, contradicting stabilization.) This completes the proof.

Proof of Corollary 6.18. We know dimA “ 0 by Proposition 6.4, and SpecA “ MaxA “

tm1, ¨ ¨ ¨ ,mnu. Since there exists k P Zě1 such that JpAqk “ 0,
źn

i“1
mk
i “

´

źn

i“1
mi

¯k

Ă

´

čn

i“1
mi

¯k

“ 0.

The proof of the corollary is then completed by the following key lemma, Lemma 6.19.

Proof of Lemma 6.19. Consider the chain of ideals

R Ą n1 Ą n1n2 Ą ¨ ¨ ¨ Ą n1 ¨ ¨ ¨ nr´1 Ą n1 ¨ ¨ ¨ nr “ 0.

Let gr0 “ R{n1 and gri – n1 ¨ ¨ ¨ ni{n1 ¨ ¨ ¨ ni`1 for i P t1, . . . , r ´ 1u. Each gri is an R-module
where ni`1 acts trivially, that is, it is an R{ni`1-module, or equivalently a vector space over
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the field R{ni`1. Now

R is Artinian (resp. Noetherian) ðñ R is an Artinian (resp. Noetherian) R-module
ðñ for all i P t0, . . . , r ´ 1u, gri is an Artinian (resp. Noetherian) R-module

(by applying Proposition 6.14 to 0 Ñ n1 ¨ ¨ ¨ ni`1 Ñ n1 ¨ ¨ ¨ ni Ñ gri Ñ 0)
ðñ for all i P t0, . . . , r ´ 1u, gri is an Artinian (resp. Noetherian) (R{ni`1)-module.

Next note that

(1) gri is Noetherian as an (R{ni`1)-module if and only if dimR{ni`1 gri ă 8 (that is, the
vector spaces gri is finite-dimensional) because a module over a Noetherian ring is
Noetherian if and only if it is finitely generated.

(2) gri is Artinian if and only if dimR{ni`1 gri ă 8. (Indeed, if dimR{ni`1 ă 8, then any
descending chain gri Ą N0 Ą N1 Ą ¨ ¨ ¨ of (R{ni`1)-modules is a descending chain of
vector subspaces, hence stabilizes.)

If dimR{ni`1 gri “ 8, with linear independent set tv1, v2, . . . u Ă gri, then spantv1, v2, . . . , u Ľ

spantv2, v3, . . . u Ľ spantv3, v4, . . . u Ľ ¨ ¨ ¨ is an infinite strictly descending chain of (R{ni`1)-
submodules of gri. Since (1) and (2) are the same condition, we conclude that R is Artinian
if and only if R is Noetherian.

Proof of Corollary 6.20. We know MaxpAq “ tm1,m2, . . . ,mru for some r P Zě1, and
źn

i“1
mk
i

p10.3q
“

čr

i“1
mk
i “

´

čr

i“1
mi

¯k

“ 0 for some k ě 1.

Now consider the natural ring homomorphism A Ñ
śr

i“1A{mk
i . Its kernel is the intersection

Şr
i“1m

k
i “ 0, and since for all i ‰ j, mk

i ` mk
j

10.2
“ A, by the Chinese remainder theorem the

homomorphism is surjective. Thus A –
ÝÑ

śr
i“1A{mk

i is an isomorphism, and each A{mk
i are

Artinian (as a quotient of an Artinian ring) and local (because the unique maximal ideal
is now the ideal induced by mi, or more precisely, because of the bijection MaxpA{mk

i q Ø

tm P MaxpAq | m Ą mk
i u “ tmiu.)

Proof of Proposition 6.21. Let A be Noetherian of dimension 0. By Theorem 6.52, A has
finitely many minimal primes tp1, . . . , pru. But since dimA “ 0, SpecA “ MaxA is the
collection of minimal primes of A, that is, tp1, . . . , pru. By Exercise 10.2,

a

p0q is nilpotent
since A is Noetherian, so

śk
i“1 p

k
i “

Şk
i“1 p

k
i “ 0 for some k P Zě1 (as in an earlier argument).

But by Lemma 6.19, since A is Noetherian and a finite product of maximal ideals is p0q, we
conclude A is Artinian.

Proof of Proposition 6.25. We already know the forward implication. On the other hand, if
R is Noetherian, then finiteness and discreteness of SpecR implies dimR “ 0, hence R is
Artinian.

Proof of Lemma 6.29. We give an inductive argument. Let Σ be the set of ideals of A for
which the statement of the lemma is false for I, that is, the collection of all ideals that is not
a finite intersection of irreducible ideals.
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If Σ “ ∅ then we are done, so suppose for a contradiction Σ ‰ ∅. Since A is Noetherian, Σ
has a maximal element I0 (with respect to inclusion) by Proposition 5.4. In particular, I0 is
not irreducible. Then there exist ideals J1, J2 ‰ I0 such that I0 “ J1 XJ2. Since J1, J2 strictly
contain I0 and I0 is maximal in Σ, it follows that J1, J2 R Σ, hence J1, J2 are intersections
of finitely many irreducible ideals. But then I0 “ J1 X J2 is an intersection of finitely many
irreducible ideals, a contradiction.

Proof of Proposition 6.31. By consulting the definitions, this is a straightforwrad chain of
equivalences, which goes as follows:

p is primary ðñ for all x, y P R, if xy P p and x R p then yn P p for some n P Zě1

ðñ for all x, y P R, if px ` pqpy ` pq “ 0 in R{p

and R ` p ‰ 0 ` p in R{p, then py ` pq
n

“ 0 for some n
ðñ for all x, y P R{p, if y is a zerodivisor, then y is nilpotent
ðñ the zerodivisors of A{p are nilpotent.

Proof of Lemma 6.34. Suppose a, b P A satisfy ab P
?
q. Then there exist n P Zě1 such that

anbn P q. Since q is primary, an P q or pbnqm P q for some m P Zě1. But this tells us that
either a P

?
q or b P

?
q. Hence q is prime.

Proof of Lemma 6.45. To see (1), note everything in A multiplies x into q, so there is
nothing to show in this case.

It remains to prove (2): If yx P q and x R q, then by definition of primary we have y P
?
q “ p.

Thus q Ă pq : xq Ă p. Taking radicals, we obtain
?
p Ă

a

pq : xq Ă
?
p “ p,

hence
a

pq : xq “ p. To see that pq : xq is primary, suppose yz P pq : xq for some y, z P A and
y R

a

pq : xq “ p. We want to show z P pq : xq. Since xyz P q (by definition) and y R
?
q,

we must have xz P q (just by definition of primary), that is, z P pq : xq. This proves the
lemma.

Proof of Proposition 6.46. (i) Suppose S X p “ ∅. Let q be a p-primary ideal in A. We
need to show that S´1q in S´1A is S´1p-primary. Consider any element a

s
in S´1A such

that a
s

¨ b
t

P S´1q for some b
t

P S´1A. This implies ab P q and s, t R p. Since q is p-primary
and ab P q, at least one of a or b is in p or bn P q for some n. This implies a

s
P S´1p or

`

b
t

˘n
P S´1q, thus S´1q is primary. Since radicals commute with localization (Check!),

it follows that S´1q is S´1p-primary (since
?
S´1q “ S´1p

?
qq “ S´1p). Conversely,

pulling any S´1p-primary ideal of S´1A back to A results in a primary ideal (Check!),
so this correspondence is bijective.

(ii) Assume S X p “ ∅ and q is p-primary. We need to show that S´1q “ S´1A. For
any element q P q and s P S, consider q

s
in S´1A. Since q is p-primary, elements

of q are nilpotent modulo p. As S has no intersection with p, the elements of S
are not zero-divisors modulo p. Therefore, q

s
becomes a unit in S´1A, implying that

S´1q “ S´1A.
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Proof of Proposition 6.47. S´1I “
Şn
i“1 S

´1qi
(4.42)

“
Şm
i“1 S

´1qi by Section 11, and S´1qi is
S´1pi-primary for each i P t1, . . . ,mu. Since the pi are distinct, so are the S´1pi for all
1 ď i ď m, hence we have a minimal primary decomposition. Taking the preimage by j of
both sides, we obtain

j´1
pIq “ j´1

pS´1Iq “
čm

i“1
j´1

pS´1qiq “
čm

i“1
qi,

again by Section 11.

Proof of Lemma 6.48. Let A be a Noetherian ring and let q be an irreducible ideal of A.
By passing to A{q, we may assume q “ p0q. We can do this because

p0q is irreducible in A{q
correspondence

theorem
ðùùùùùùùùñ q is irreducible in A

and

p0q is primary in A{q

primary iff
zerodivisors
are nilpotent

ðùùùùùùùñ q is primary in A,

so it is enough to treat the case where p0q is an irreducible ideal of our (new) ring A.

So suppose xy “ 0 and y ‰ 0. We want to show xn P p0q for some n P Zě1, that is, that x is
nilpotent. Consider the increasing chain of ideals

AnnApxq Ă AnnApx2q Ă AnnApx3q Ă ¨ ¨ ¨ .

(Here we recall that for all b in a ring B, we recall AnnBpbq “ tc P B | cb “ 0u, and the
definition for modules is similar.) Since A is Noetherian, there exists n P Zě1 such that

AnnApxnq “ AnnApxn`1
q “ ¨ ¨ ¨ .

We claim pxnq X pyq “ ∅. Indeed, if z P pxnq X pyq, then zx “ 0 (since z P pyq and yx “ 0).
But z P pxnq too, so z “ xnw for some w P A. Multiplying by x, we obtain 0 “ xz “ xn`1w,
so w P AnnApxn`1q “ AnnApxnq. Hence z “ xnw “ 0, so pxnq X pyq “ 0. We have assumed
p0q is irreducible, and we have p0q “ pxnq X pyq with pyq ‰ 0, so pxnq “ p0q, that is, xn “ 0.
This completes the proof.

Proof of Lemma 6.50. Consider a minimal prime p containing I “ q1 X ¨ ¨ ¨ X qn. Taking
radicals,

p “
?
p Ą

b

čn

j“1
qk “

čn

j“1

?
qj “

čn

j“1
p,

where the middle equality is by Exercise 10.2(b) that V pI1 X I2q “ V pI1q Y V pI2q. Thus p
contains pj for some j P t1, . . . , nu. By minimality, p “ pj.

Proof of Lemma 6.54. Let I “ q1 X ¨ ¨ ¨ X qn be some (not necessarily reduced) primary
decomposition. Then let tp1, . . . , pru “ t

?
q1, . . . ,

?
qnu such that where the pis are distinct.

For each j P t1, . . . , ru, set

q̃j “
č

i such that?
qi“pj

qi.
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We show in Exercise 11.2 that rqj itself is pj-primary. Since I “
Şr
j“1

rqj, condition (1) of
Definition 6.53 holds; to see condition (2), note that if any rqj contains

Ş

k‰j
rqk, omit rqj.

Proof of Theorem 6.58. (1) Let I “ q1 X ¨ ¨ ¨ X qn be a reduced primary decomposition and
set pi “

?
qi. We will show that

tp1, . . . , pnu “ tprimes of the form
a

pI : xq for some x P Au (11.9.2)

for some x P A. Recall from Exercise 7.3 that pI : xq denotes the ideal quotient of x,
which is the collection of elements that multiply x into I, that is,

pI : xq “ ty P A | yx P Iu “ AnnA px ` Iq

PA{I

.

Observe that for any x P A,
a

pI : xq “

c

´

čn

i“1
qi : x

¯

“

b

čn

j“1
pqi : xq “

čn

j“1

a

pqi : xq. (11.9.3)

Now by Lemma 6.45 and Equation (11.9.3), we conclude
a

pI : xq
above

“
čn

j“1

a

pqj : xq “
č

j such that x R qi
pj

Now suppose x has the additional property that
a

pI : xq is prime. Since
?

pI : xq

prime

“
čn

j“1

a

pqj : xq “
č

j such
that x R qi

pj, (11.9.4)

we have
a

pI : xq “ pi for some i such that x R qi.
Conversely, since the primary decomposition is reduced, for all i P t1, . . . , nu, there
exists xj R qi, but xi P

Ş

j‰i qj. Then
a

pI : xiq “ pi,

so we obtain the other inclusion of Equation (11.9.2).

(2) A set Σ of prime ideals contained in an ideal I is said to be isolated if it satisfies the
following condition: if p1 is a prime ideal contained in I and p1 Ă p for some p P Σ, then
p1 P Σ.
Let Σ be an isolated set of prime ideals contained in I, and let S “ A∖

Ť

pPΣ p. Then
S is multiplicatively closed and, for any prime ideal p1 belonging to I we have

p1
P Σ ùñ p1

X S “ ∅;

and

p1
R Σ ùñ p1

R
ď

pPΣ
p ùñ p1

X S ‰ ∅.

Hence, from Proposition 6.47 we can prove the statement of (2) as follows:
We have qi1 X ¨ ¨ ¨ X qim “ j´1pIq, where j : A Ñ S´1A is the natural map and S “

A∖ ppi1 Y ¨ ¨ ¨ Y pimq, hence depends only on ga (since the pi depend only on I). Thus
the isolated primary components (that is, the primary components qt corresponding to
minimal prime ideals pi) are uniquely determined by I, and thus independent of the
primary decomposition of I.
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Proof of Corollary 6.62. Note ZD “
Ť

x‰0ty P A | yx “ 0u “
Ť

x‰0pp0q : xq, and (noting
that for any subset S of A, by

?
S we mean the collection of elements have some power in S)?

ZD “ ZD. Hence

ZD “
?
ZD “

b

ď

x‰0
pp0q : xq “

ď

x‰0

a

pp0q : xq.

But by the proof of the theorem (in particular, by Equation (11.9.4)), we saw that
a

pp0q : xq “
Ş

j such
that x R qi

pj. Then for any x ‰ 0, there exists i such that xi R qi, so
a

pp0q : xq is an
intersection in which pi appears, hence

a

pp0q : xq Ă pi. Thus

ZD “
ď

x‰0

a

pp0q : xq Ă
ďn

i“1
pi.

To see the other inclusion, note that by part (1) of the theorem, each pi could be written as
a

pp0q : xiq for some xi, so pi Ă
Ť

x‰0

a

pp0q : xq. This completes the proof.

Proof of Corollary 6.63. We have p0q “
a

p0q “
Ş

minimal
p PSpecA

p is a primary decomposition.

Solution to Exercise 6.64. We first prove a useful lemma.

Lemma 11.10.

Let I be an ideal of a commutative ring A. Then
?
I “

č

p PV pIq
p,

where we recall V pIq “ tp P SpecA | p contains Iu.

Proof. Let π : A↠ A{I be the natural quotient map. By Lemma 11.2the nilradical of A{I is
πp

?
Iq, so

πp
?
Iq

p8.2q
“

č

pPSpecpA{Iq
p “

č

pPSpecA
pĄI

πppq “
č

pPV pIq
πppq,

where the middle equality is by the correspondence theorem. Applying π´1 to both sides, we
obtain

?
I “ π´1

pπp
?
Iqq “ π´1

´

č

pPV pIq
πppq

¯

“
č

pPV pIq
π´1

pπppqq “
č

pPV pIq
p,

where the first and last equalities are because π is surjective, and the penultimate equality is
because preimages preserve intersections.

We now return to the statement of Exercise 11.1. Let A “ Zrxs, let m “ p2, xq, and let
q “ p4, xq. Since Zrxs{p2, xq – pZrxs{pxqq{p2q – Z{2Z is a field, m is maximal in Zrxs. To
see q is m-primary, we can use Exercise 10.1 to write

?
q “

a

p4, xq “
a

p4q ` pxq
p10.1q

“

b

a

p4q `
a

pxq “
a

p2q ` pxq “
a

p2, xq “
?
m “ m.

To see q is not a power of m, note that for all n P Zě3,

mn
Ă m2

“ p4, 4x, x2q Ĺ

e.g. x

q “ p4, xq Ĺ

e.g. 2

m “ p2, tq,

so q ‰ mn for all n P Zě1.
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Solution to Exercise 6.65. We first need the following lemma.

Lemma 11.11: Radical Commutes with Finite Intersections.

If tIju
n
j“1 is any finite collection of ideals of a commutative ring A, then

b

čn

j“1
Ij “

čn

j“1

a

Ij.

Proof of Lemma 11.11. Suppose a P
Şn
j“1

?
Ij. Then a P Ik for all k P t1, . . . , nu, so

there exist m1, . . . ,mj P Zě1 such that for all j, anj P Ij. Hence bm P
Şn
j“1 Ij for all

m ě maxtm1, . . . ,mnu, so
Şn
j“1 Ij Ă

Şn
j“1

?
Ij . (Note this inclusion requires the intersection

be finite.)

Conversely, suppose a P
a

Şn
j“1 Ij. Then am P

Şn
j“1 for some n P Zě1, so an P Ij for each

j P t1, . . . , nu. Hence a P
Şn
j“1

?
Ij, so we conclude

Şn
j“1

?
Ij Ă

a

Şn
j“1 Ij. (Note this

inclusion holds for arbitrary intersections.) This completes the proof.

We can now prove the statement of Exercise 11.2. Suppose we have a, b P A such that
ab P

Şn
j“1 q and a R

Şn
j“1 qj. Then a R qk for some k P t1, . . . , nu and ab P qj for all

j P t1, . . . , nu; in particular ab P qk, so since a R qk and qj is p-primary, we must have b P p.
Since we can write

p “
čn

j“1
p “

čn

j“1

?
qj

p11.11q
“

b

čn

j“1
qj,

we conclude b P
a

Şn
j“1 qj. Hence

Şn
j“1 qi is p-primary.

Solution to Exercise 6.66. (a) p is prime, hence primary. Now let n P Zě2. To see qn is
primary, we opt to work in the quotient ring A{qn; this is a finitely generated k-algebra
with generating set t1, x, y, y2, . . . , yn´1u and relations

x2 “ xy “ yn “ 0. (11.11.1)

Now suppose f P A{qn is not nilpotent. We claim f is not a zerodivisor. First write
f “ a0 ` a1

1x ` a1y ` a2y
2 ` ¨ ¨ ¨ ` an´1y

n´1, where a0, a1
1, a1, a2, . . . , an P k. Since f

is not nilpotent, the constant term a0 of f must be nonzero. To see this, suppose
instead a0 “ 0. Then the degree of any nonzero term1 of f is positive, hence the
degree of any term of fn is at least n, but A{qn has no nonzero monomials of degree
n by the relations in Equation (11.11.1). Thus a0 ‰ 0. Now suppose fg “ 0 for some
g “ b0 ` b1

1x ` b1y ` b2y
2 ` ¨ ¨ ¨ ` bn´1y

n´1 P A{qn. Then

0 “ fg “ pa0 ` a1
1x ` a1y ` ¨ ¨ ¨ ` an´1y

n´1
qpb0 ` b1

1x ` b1y ` ¨ ¨ ¨ ` bn´1y
n´1

q

“ a0b0 ` pa0b
1
1 ` a1

1b0qx ` pa0b1 ` a1b0qy ` pa0b2 ` a1b1 ` a2b0qy
2

` ¨ ¨ ¨ .

Since a0 ‰ 0, the condition a0b0 “ 0 forces b0 “ 0, which by looking at the x- (resp. y-)
coefficient implies b1

1 “ 0 (resp. b1 “ 0). In the general case, if for some k ě 2 we have
b0 “ b1 “ . . . “ bk´1 “ 0, then consider the coefficient of yk in fg, which is the sum

1Note that the degree of nonzero monomials m of A{qn is well-defined, since any of its preimages in A
differ by a sum of elements of qn, so we can define the degree of m in A{qn as the degree in A of the unique
element of its preimage in A that is also a monomial.
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of products aibj such that i ` j “ k. By the inductive hypothesis, all terms aibj with
i ` j “ k and i ą 0 must have bj “ 0 (since j ă k), so the coefficient of yk in fg is
a0bk. But fg “ 0, so a0bk “ 0, implying bk “ 0 (since k is an integral domain as a field).
Then g “ 0, so f is not a zerodivisor. We have now shown that non-nilpotent elements
are non-zerodivisors, or equivalently that qn is primary in A.
Lastly, note that p X qn is a primary decomposition of I for all n P Zě2, since

p X qn “ pAxq X pAx2 ` Axy ` Aynq

“ pAx X Ax2q ` pAx X Axyq ` pAx X Aynq

“ pAx2q ` pAxyq ` p0q “ px2, xyq “ I.

(b) We have

?
qn “

a

px2, xy, ynq “
a

px2q ` pxyq ` pynq “
p10.1q

“

b

a

px2q `
a

pxyq `
a

pynq

“
a

pxq ` pxyq ` pyq “
a

px, xy, yq “
a

px, yq “ px, yq.

which is independent of n. Hence
?
qn yields the same associated prime of I regardless

of n P Zě1, so that AsspIq “ tp, q2u “ tpxq, px, yqu.

Solution to Exercise 6.67. Suppose for sets I, J there exist A-module isomorphisms
φI : M

–
Ñ

À

I A and φJ : M
–
Ñ

À

J A, and let m be a maximal ideal of A, so that k – A{m
is a field.

Lemma 11.12.

If M is an A-module and I is an ideal of A, then A{I is an pM{IMq-module in the natural
way. Furthermore, any A-module isomorphism φ : M

–
Ñ N induces an pA{Iq-module

isomorphism rφ : M{IM
–
Ñ N{IN . a

aNote that once we have tensor products at our disposal, this will follow quickly.

Proof. Define a map A{IˆM{IM Ñ M{IM by pa ` Iq ¨ pm ` IMq – pamq ` IM . This
map is well-defined, since if m ´ m1 P IM and a ´ a1 P A, then

pa1
` Iqpm1

` IMq “ a1m1
` IM “ a1m1

`

PIM

pa ´ a1

PI

qm1

PM

`

PIM

a
PA

pm ´ m1

PIM

q `IM

“ ���a1m1
`���am1

´���a1m1
` am ´���am1

` IM “ am ` IM “ pa ` Iqpm ` IMq.

Next note that M{IM is an abelian group under addition since as groups it is precisely the
abelian group M{IM (as an A-module) under addition. Lastly note that the proposed map
satisfies the pA{Iq-module axioms for arbitrary m ` IM,m1 ` IM P IM, a ` I, a1 ` I P I,
since

• p0 ` IMqpm ` IMq “ p0m ` IMq “ 0 ` IM ,

• pa ` Iqppa1 ` Iqpm ` Iqq “ pa ` Iqpa1m ` IMq “ paa1m ` IMq “ paa1qm ` IM “

ppa ` Iqpa1 ` Iqqpm ` IMq,
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• pa ` Iqppm ` IMq ` pm1 ` IMqq “ pa ` Iqppm ` m1q ` IMq “ pam ` am1q ` IM “

pam ` IMq ` pam1 ` IMq, and

• ppa ` Iq ` pa1 ` Iqqpm ` IMq “ ppa ` a1q ` Iqpm ` IMq “ pa ` a1qm ` IM “ pam `

a1mq ` IM “ pam ` IMq ` pa1m ` IMq.

Thus M{MI is an pA{Iq-module. The second statement follows from considering the com-
mutative diagram

0 IM M M{IM 0

0 IN N N{IN 0

φφ|IM φ– –

and the fact that φpIMq “ I ¨ φpMq “ IN .

Now by the lemma, φI and φJ induce k-vector space isomorphisms rφI : M{mM
–
Ñ

p
À

I Aq{mp
À

I Aq and rφJ : M{mM
–
Ñ p

À

J Aq{mp
À

I Aq.

Before continuing, we need to show p
À

I Aq{mp
À

I Aq –
À

I k. Define
φ : p

À

I Aq{mp
À

I Aq Ñ
À

I k by φptai ` mp
À

I Aquq – tai ` muiPI . If two elements of
p
À

I Aq{mp
À

I Aq are equal, then their components differ by elements of m in A, which means
by definition of φ that their images under φ coincide. And φ is k-linear, as this follows
directly from the component-wise operations in p

À

I Aq{mp
À

I Aq and
À

I k. To see φ is
injective, suppose φppai ` mp

À

I Aqqq “ 0; then each ai must be in m, so tai ` mp
À

I AquiPI

the zero element in p
À

I Aq{mp
À

I Aq. For surjectivity, observe that any pai ` mqiPI P
À

I k
is the image under φ of tai ` mp

À

I AquiPI . Thus φ is an k-vector space isomorphism.

Thus we can identify φI , φJ with isomorphisms M{mM
–
Ñ

À

I k and M{m
–
Ñ

À

J k, respec-
tively. And k is a field, so we obtain an isomorphism of k-vector spaces

Φ – rφJ ˝ rφI :
à

I
k

–
Ñ

à

J
k.

Let 1 denote the identity of k, and let δij denote 1 if i “ j and 0 otherwise. It is immediate from
the componentwise operations that the collections ttδαβuαPI | β P Iu and ttδαβuαPJ | β P Ju,
are bases for

À

I k and
À

J k, respectively. Since the cardinality of any basis is invariant
under isomorphism we conclude I and J have the same cardinality.

Solution to Exercise 6.68. (a) Since π is surjective, there exists mi P M such that πpmiq “

tδijujPI . Repeating this for each i P I, we obtain a collection tmiuiPI Ă M . Then for
each i P A, define sptδijuq – mi, and extend linearly, that is, for any a “

řn
k“1 aik P P ,

define sp
řn
k“1 aikq “

řn
k“1 spaikq “

řn
k“1mik . Since this is the canonical homomorphism

by the universal mapping property of the direct sum of modules, so we already know s
is a well-defined homomorphism P Ñ M .
The injectivity of s follows from the fact that π ˝ s is the identity on P : if sppq “ spp1q

for some p, p1 P P , then by applying π we obtain p “ πpsppqq “ πpspp1qq “ p1.
To see M “ kerpπq‘spP q, note that any m P M can be uniquely written as m “ k`sppq

for some k P kerpπq, where p “ πpmq. Indeed, if m “ k ` sppq “ k1 ` spp1q, then by
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applying π and noting π ˝ s “ idP , we obtain p “ πpkq ` πpsppqq “ πpk1q ` πpspp1qq “

πpm1q “ p1 π gives p “ p1, hence k “ k1. Thus M “ kerπ ‘ spP q.

(b) Let A be a PID, let M – A‘d, and let N be a submodule of M . We claim N – A‘d1 for
some d1 ď d. If N “ t0u then N –

À

∅A – t0u (by convention), so assume N ‰ t0u.
If d “ 1 then M “ A, so N – I for some ideal I of A. As A is a PID, I “ Aa for some
a P A. Then the A-linear map N “ Aa Ñ A determined by a ÞÑ 1 (more precisely, the
map a1 ÞÑ a1a) is an isomorphism of A-modules: there is no issue with A-linearity; it is
injective since a1a P Aa maps to 0 if and only if a “ 0 (since A is a PID and hence has
no zerodivisors); and it is surjective because any a1 P A is the image of a1a P Aa. Thus
N “ Aa – A, so N is a free A-module. This affirms the claim in the base case.
Now suppose d ě 2 and the claim holds for all integers up to d´1. Let π : A‘d Ñ A‘pd´1q

be the projection pa1, . . . , ad´1, adq ÞÑ pa1, . . . , ad´1q. Then πpNq is a submodule of
A‘pd´1q, so by the induction hypothesis πpNq – A‘pd1´1q for some d1 ď d. Then since
the restriction π|N : N Ñ A‘pd´1q is surjective as a map N Ñ πpNq, by part (a) there
exists an (injective) section s : A‘pd1´1q Ñ N such that

N “ kerpπ|Nq ‘ spA‘pd1´1q
q. (11.12.1)

By definition of s from part (a),

spA‘pd1´1q
q “ tpspa1q, . . . , spad1´1qq | a1, . . . , ad1´1 P Au

“ tpa1, . . . , ad1´1, 0q | a1, . . . , ad1´1 P Au “ A‘pd1´1q
ˆt0u – A‘pd1´1q,

so if kerpπ|Nq “ t0u or kerpπ|Nq – A then we are done by Equation (11.12.1). We
thus assume kerpπ|Nq ‰ t0u and prove kerpπ|Nq – A. But this follows quickly, since by
definition of π above we have πpa1, . . . , adq “ p0, . . . , 0q if and only if a1 “ ¨ ¨ ¨ “ ad´1 “ 0,
so

kerpπ|Nq “ tpa1, . . . , adq P N | a1 “ ¨ ¨ ¨ “ an´1 “ 0u – pt0u
‘pd1´1q

‘ Lq,

where L is the set of elements ℓ P A such that p0, . . . , 0, ℓq P kerpπ|Nq. And L is nonzero
(since otherwise kerpπ|Nq “ 0 and we are done), we know L “ paq “ Aa for some
a P A since A is a PID. But then just as in the base case L – A as modules, hence
kerpπ|Nq – t0u‘pd1´1q ˆA – A, as desired.

Proof of Lemma 7.3. If x is reducible, then x “ yz. But if x | yz, x | y or x | z, so without
loss of generality xα “ y. Then xαz “ yz “ x, so αz “ 1, which completes the proof.

Proof of Theorem 7.9. p ùñ q Let R be a UFD and let x P R be nonzero. Suppose yz P pxq.
Without loss of generality y, z R Rˆ. We can write xw “ yz for some w P R. We can then
write xw1 ¨ ¨ ¨wn “ y1 ¨ ¨ ¨ yaz1 ¨ ¨ ¨ zb for irreducible elements yi and zj.

Since R is a UFD, there exists i and w P Rˆ such that x “ wyi or x “ wzi, so yi P pxq or
zi P pxq, hence y P pxq or z P pxq, as desired.

p ðù q Supposes some x P R is nonzero but factors into irreducibles (up to units u, u1) in
two ways:

x “ ux1 ¨ ¨ ¨ xn “ u1x1
1 ¨ ¨ ¨ x1

n
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We will argue by induction on n. The case n “ 0 holds since then x is a unit, hence factors
uniquely up to units.

Now suppose n P Zě1, xn | x. Since xn is irreducible by hypothesis, it is prime. Thus

xn | x1
1 ¨ ¨ ¨ x1

m,

so x1
m “ αxn for some α. Since x1

n is irreducible, α P Rˆ. Now

x “ pux1 ¨ ¨ ¨ xn´1qxn “ pvαx1
1 ¨ ¨ ¨ x1

m´1qxα.

Since R is an integral domain,

u “ x1 ¨ ¨ ¨ xn´1 “ vαx1
1 ¨ ¨ ¨ x1

n´1,

which completes the proof.

Proof of Proposition 7.13. We will extract the contents of f , g, and fg as follows. Write
f “ cpfq ¨ f1, g “ cpgq ¨ g1, where f1, g1 are primitive. Then cpfgq “ cpcpfqf1cpgqg1q “

cpfqcpgqcpf1qcpg1q, where in the last step we were able to pull out the scalar because for all
a P k ∖ t0u, h P krxs ∖ t0u, cpahq “ cpaq ¨ cphq. To prove the proposition, it is enough to
check cpf1g1q “ 1.

We want to show for all p, ordppf1g1q “ 0, or equivalently that f1g1 has nonzero image in
pA{ppqqrxs. But f1 and g1 have nonzero image in pA{ppqqrxs because their contents are 1, so
since A{ppq is an integral domain (since ppq is prime) f1g1 has nonzero image in pA{ppqqrxs.

Proof of Corollary 7.14. Let f P Arxs and g, h P krxsˆ “ krxs∖ k such that f “ gh. Taking
the content of both sides, we obtain cpfq “ cpghq, which by Proposition 7.13 is cpgqcphq.
Since

f “ gh “ cpgqcphq

PA

PArxs

g1 h1
PArxs

,

with g1, h1 primitive in Arxs, we now have a factorization of f in Arxs, which shows f is
reducible in Arxs as well.

Proof of Theorem 7.16. p ùñ q For any f P A, we know the existence of factorizations of f
(since f is a UFD), so we may assume f R A.

• Existence of a factorization of f : krxs is a UFD, so there exists a factorization f “

p1 ¨ ¨ ¨ pr such that each pipxq P krxs is an irreducible element in krxs. Taking contents,
by Proposition 7.13, we have cpfq “ cpp1q ¨ ¨ ¨ cpprq, and f “ cpp1q ¨ ¨ ¨ cpprqp

1
1 ¨ ¨ ¨ p1

r,
where pi “ cppiqp

1
i for all i, so pi1 is a primitive element in Arxs, which is therefore

irreducible in Arxs (by the contrapositive of Note 7.15). Since
ś

i cppiq “ cpfq P A, we
get f “ cpfq ¨ p1

1 ¨ ¨ ¨ p1
r, and factoring cpfq in A we get a factorization of f in Arxs, as

desired.

• Uniqueness of factorizations of f : Suppose f “ p1 ¨ ¨ ¨ pr “ q1 ¨ ¨ ¨ qs, where pi, qj are
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irreducible in Arxs, where d – cpAq factors (in A)2 and we may assume the gj are
primitive polynomials in Arxs that are irreducible in krxs. Since krxs is a UFD, we
have r “ s, so there exists σ P Sr and a1, . . . , ar P kˆ such that p1

i “ aiqσpiq for all
i P t1, . . . , ru. Since cpp1

iq “ 1 and cpqσpiqq “ 1, we see cpaiq “ 1 for all i, that is, ai P Aˆ

for all i. Thus this factorization is just the other factorization, up to a unit.

Proof of Theorem 7.18. We prove the contrapositive. If f were reducible in pFracpAqrxsq,
say f “ gh for some irreducible g, h P pFracAqrxs. Then f pmod Iq “ pg pmod Iqqph pmod Iqq,
so because f pmod Iq is irreducible (by hypothesis) we know either g pmod Iq or h pmod Iq

is a unit in pA{Iqrxs. But the units of any polynomial ring are precisely the units of the
ground ring, so either g pmod Iq P pA{Iqˆ or h pmod Iq P pA{Iqˆ. Without loss of generality
we may assume g pmod Iq P pA{Iqˆ, so in particular the degree of g pmod Iq is zero. Since
the leading coefficient of f is not in I, the degree of f in Arxs is the same as the degree of
f pmod Iq in pA{Iqrxs, so this condition forces the degree of h pmod Iq in pA{Iqrxs to equal
the degree of f in Arxs, which in turn equals the degree of f in FracpAq. But this forces g
to have degree 0 in FracpAq as well. But this means g is a unit (as a nonzero constant in
the field FracpAq), and hence g is a unit in FracpA{Iq, which contradicts our assumption g is
irreducible in pFracpAqqrxs.

Proof of Theorem 7.22. Relabel R – A. Suppose f “ gh, where g “ b0 ` b1x ` ¨ ¨ ¨ ` bkx
k,

h “ b1
0 ` b1

1x ` ¨ ¨ ¨ ` b1
kx

k1 , where k ` k1 “ n. We have an “ bkb
1
k1 R p, so bk, b1

k1 R p.

Now consider everything modulo p. Then

anx
n

“
`

b0 ` b1x ` ¨ ¨ ¨ ` bkx
k
˘

´

b
1

0 ` b
1

1x ` ¨ ¨ ¨ ` b
1

kx
k1
¯

,

so b0b
1

0 “ 0. But p is prime, so b0 “ 0 or b1

0 “ 0. By induction, we deduce (since A{p is an
integral domain D, and if you’re working over an integral domain, then the only factors of xn
in Drxs are monomials) that b0, . . . , bk´1 “ 0, b1

0, . . . , bk1´1 in R{p. Since R{p is an integral
domain, then a0 “ b0b

1
0 P p2. This completes the proof of the contrapositive of the theorem,

hence the theorem follows.

Proof of Theorem 7.24. We have

0 “ fpa{bq “ an

´a

b

¯n

` an´1

´a

b

¯n´1

` ¨ ¨ ¨ ` a0

“ ana
n

` an´1ba
n´1

` ¨ ¨ ¨ ` bna0, (multiplying through by bn)

so bna0 “ ´pana
nqpana

n ` ¨ ¨ ¨ ` abn´1a0q. Thus a | bna0 , so since pa, bq “ 1 we conclude
a | a0.

2We will omit the factorization of d in the notation, since it adds nothing to the argument, but for clarity
we have

d ¨
źr

i“1
qi “ f “ cpfqp1

1 ¨ ¨ ¨ p1
r “ cpfq

´

źr

i“1
ai

¯

PAˆ

´

źr

i“1
qσpiq

¯

,

so f “ d
śr

i“1 qi where d “ cpfq ¨ punit in Aq.
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Proof of Theorem 7.26. See Exercise 12.3.

Solution to Exercise 7.29. (a) Fix i P t1, . . . , nu and let xi P
Ş

j‰i qj be nonzero. To see
AnnApxiq Ă pi, first let y P AnnApxiq be given. Then

yxi “ 0 “ q1 X ¨ ¨ ¨ qn Ă qi,

so yxi P qi. Note that xi R qi, since otherwise xi P qi X
Ş

j‰i qj “ q1 X ¨ ¨ ¨ qn “ p0q,
contradicting xi ‰ 0. But qi is primary, so we obtain the desired result y P

?
qi “ pi.

(b) A is Noetherian, so by Exercise 10.2(a) any ideal of A contains some power of its radical.
Then in particular there exists m P Zě1 such that pmi “ p

?
qiq

m Ă qi. Then by taking
the intersection with

Ş

i‰j qj and recalling I ¨ J Ă I X J for any ideals I, J of a ring, we
obtain

´

č

i‰j
qi

¯

¨ pmi Ă

´

č

i‰j
qi

¯

X pmi Ă q1 X ¨ ¨ ¨ X qn “ p0q.

Thus
´

č

i‰j
qi

¯

¨ pmi “ p0q. (11.12.2)

Now replace m with the least integer satisfying Equation (11.12.2), which we again
denote by m. Then p

Ş

j‰i qjq ¨ pm´1
i is nonzero, so it contains some nonzero xi. Then

for all y P pi,

xiy P

´

č

j‰i
qi

¯

¨ pm´1
i ¨ pi Ă

´

č

j‰i
¨qj

¯

pmi “ p0q,

so xiy “ 0. Thus y P AnnApxiq “ pi, so we conclude p Ă AnnApxiq.

(c) – Asspp0qq Ă tp P SpecA | p “ AnnApxq for some x P Au: Fix i P t1, . . . , nu. Since
the primary decomposition p0q “ q1 X ¨ ¨ ¨ X qn is reduced, the intersection

Ş

j‰i qj
is nonzero. Where m is (as in part (b)) the least integer satisfying p

Ş

j‰i qjq ¨pi ‰ 0,
we can choose some nonzero xi P p

Ş

j‰i qjq ¨ pi. Then by part (b), pi Ă AnnApxiq.
To see the reverse inclusion, note that xi is also a nonzero element of

Ş

j‰i qj since

x P

´

č

j‰i
qj

¯

¨ pm´1
i Ă

č

j‰i
qj,

so AnnApxiq Ă pi by part (a). Thus AnnApxiq “ pi, so any element of Asspp0qq “

tp1, . . . , pnu is the the annihilator of some element of A, that is, each pj is associated
with A.

– tp P SpecA | p “ AnnApxq for some x P Au Ă Asspp0qq: Suppose AnnApxq is prime
for some x P A. Thus

AnnApxq “
a

AnnApxq “
a

ty P A | yx “ 0u “
a

pp0q : pxqq,

where the first equality is because AnnApxq is radical (as a prime) and
the last equality is by definition of pp0q : pxqq. Thus AnnApxq P
!

p P SpecA
ˇ

ˇ

ˇ
p “

a

pp0q : pxqq for some x P A
)

. But in the proof of the uniqueness
statement for primary decomposition, we showed that

tp1, . . . , pnu “

!

p P SpecA
ˇ

ˇ

ˇ
p “

a

pp0q : pxqq for some x P A
)

,

so AnnApxq must be among the tp1, . . . , pnu.
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Solution to Exercise 7.30. Let A be a PID. Then A is a Noetherian integral domain, hence
any nonzero a P A factors as a product of units and irreducible elements. It then suffices to
show irreducible elements of A are prime.

Let a be an irreducible element of A. It is enough to show paq is maximal. If paq is not
maximal, there exists some ideal I of A such that paq Ĺ I Ĺ A. Since A is a PID, I “ pbq for
some b P A. Since paq Ă I “ pbq, there exists r P A such that a “ br. Since b is not a unit
(otherwise I “ pbq “ A) and a is irreducible, r is a unit. Then we can write b “ ar´1 and
paq “ aA “ ar´1A “ par´1q, so

paq “ par´1
q “ pbq “ I

contradicting paq Ĺ I. Thus paq is maximal. We conclude that irreducible elements of A are
prime.

Note that our argument also shows that any PID has (Krull) dimension at most 1.

Solution to Exercise 7.31. Suppose fpa0q “ 0 in Z{ppq and f 1pa0q ‰ 0 in Z{ppq. For each
n P Zě1, define an P Z{ppn`1q by

an – an´1 ´ fpan´1qqn,

where f 1pan´1qqn ” 1 in Z{ppn`1q.

• an is well-defined : To see each an is well-defined, we need to show such a qn exists and
is unique. Uniqueness follows from the fact any unit has a unique inverse, so it suffices
to show f 1pan´1q is a unit in Z{ppn`1q. Since

pZ{ppn`1
qq

ˆ
“ tu P Z{ppn`1

q | p ∤ u in Zu “ tu P Z{ppn`1
q | u ‰ 0 in Z{ppqu,

it is enough to show f 1pan´1q ‰ 0 in Z{ppq. This follows from the following induction
argument on n P Zě1.
If n “ 1 then since f 1pa0q ı 0 pmod pq by hypothesis, p ∤ f 1pa0q, hence the base case
follows. Now suppose n P Zě2 and that for each k P t0, 1, . . . , n ´ 2u we have fpakq “ 0
in Z{ppk`1q and p ∤ f 1pakq in Z. Under this assumption, the existence and uniqueness of
qk are guaranteed, and we can write

an´1 ” an´2 ´�����:
” 0 pmod pq

fpan´2qqn´1 pmod pq ” an´2 pmod pq

” an´3 ´�����:
” 0 pmod pq

fpan´3qqn´2 pmod pq ” ¨ ¨ ¨ ” a0 pmod pq.

Applying f 1 to both sides, we obtain

f 1
pan´1q ” f 1

pa0q pmod pq ı 0 pmod pq,

where the last incongruence is by hypothesis. It follows that p ∤ f 1pan´1q, which completes
the induction argument. By our previous comments, this shows qn as defined exists and
is unique for all n P Zě1.

• an satisfies the desired properties: We now show that for all n P Zě1, fpanq “ 0 in
Z{ppn`1q and that an “ an´1 in Z{ppnq. We argue by induction on n P Zě1. The base
case is just our hypothesis (that fpa0q “ 0 in Z{ppq and f 1pa0q ‰ 0 in Z{ppq), so let
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n P Zě1 and assume the claim is true for all integers 1, . . . , n ´ 1. Since fpan´1q “ 0 in
Z{ppnq, fpan´1q “ tnp

n in Z for some tn P Z.
We can then see an “ an´1 in Z{ppnq, since in Z{ppnq we have

an “ an´1 ´ fpan´1qqn “ an´1 ´���*
0

tnp
nan´1 “ an´1

To see fpanq “ 0 in Z{ppn`1q, first write fpxq as

fpxq “
ÿN

j“0
bjx

j,

where N “ deg f and b1, . . . , bN P Z. Then we can compute fpanq in the ring Z{ppn`1q

as follows:

fpanq “
ÿN

j“0
bja

j
n “

ÿN

j“0
bjpan´1 ´ tnp

nqnq
j

“
ÿN

j“0
bj

ˆ

ÿj

k“0

ˆ

j

k

˙

ajn´1p´1q
j´kpj´ktj´k

n qj´k
n

˙

(by the binomial theorem)

“
ÿN

j“0
bjpa

j
n´1 ´ aj´1

n´1tnp
nqnq (since pℓ for ℓ ě n ` 1 vanishes in Z{ppn`1q)

“
ÿN

j“0
bja

j
n´1 ´ tnp

nqn
ÿN

j“0
jbja

j´1
n´1 “ fpan´1q ´ tnp

n
������:1
qnf

1
pan´1q

“ fpan´1q ´ fpan´1q “ 0.

Hence fpanq “ 0 in Z{ppn`1q.

• Uniqueness of an: Suppose some a1
n P Z{ppn`1q satisfies

fpa1
nq “ 0 in Z{ppn`1

q and a1
n “ an´1 in Z{ppnq.

Then a1
n and an are both equal to an´1 in Z{ppnq, so there is some t P Z such that

a1
n “ an ` tpn in Z. Then

fpa1
nq “ fpan ` tpnq “ fpanq ` f 1

panqtpn in Z{ppn`1
q,

where the second equality by the. same calculation as in the proof of existence above.
Since fpanq “ fpa1

nq “ 0 in Z{ppn`1q, it follows that

f 1
panqtpn “ 0 in Z{ppn`1

q. (11.12.3)

But

an ” an´1 pmod pnq ” an´2 pmod pn´1
q ” ¨ ¨ ¨ ” a0 pmod pq,

so fpanq ‰ 0 in Z{ppq. Then in particular fpanq ‰ 0 in Z{ppn`1q, so it follows from
Equation (11.12.3) that tpn ” 0 pmod pn`1q. Thus t is divisible by p, so a1

n “ an`tpn ” an
in Z{ppn`1q, proving uniqueness.

Solution to Exercise 7.32. Let fpxq “ x3 ` 3x ` 1. It follows from a simple computation
that the only simple root a0 P Z{p5q for f in Z{p5q is a0 – 1. By Hensel’s lemma there exists
a unique a1 P Z{p25q given by a1 “ 1 ´ fpa0qq1 “ 1 ´ 5q1, where q1 P Z{p25q satisfies the
system

#

fp1 ´ 5q1q “ 0 in Z{p25q,

1 ´ 5q1 “ a0 p“ 1q in Z{p5q.
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By inspection q1 – 1 P Z{p25q satisfies these conditions, so

a1 “ 1 ´ 5p1q “ 21 in Z{p25q.

Again by Hensel’s lemma, there is a unique element a2 P Z{p125q given by a2 “ a1 ´fpa1qq2 “

1 ´ 75q2, where q2 P Z{p125q satisfies the system
#

fpa1 ´ 75q2q “ 0 in Z{p125q,

a1 ´ 75q2 “ a1 p“ 21q in Z{p25q.

By checking the elements of Z{p125q that equal a1 “ 21 in Z{p25q, we obtain a2 “ 71 in
Z{p125q. In particular, the equation fpxq “ 0 has a solution x “ 71 in Z{p125q.

We claim there are no other solutions in Z{p125q. To see this, suppose fpbq “ 0 in Z{p125q for
some b P Z{p125q. Then fpbq “ 0 in Z{p5q (resp. Z{p25q), since any integer k divisible of 125
must be divisible by 5 (resp. 25). There are two roots of f in Z{p5q, namely 1 and 2, but the
only simple root is 1. If we can show b “ 1 in Z{p5q, then by the uniqueness clause of Hensel’s
lemma we can conclude b “ 71 in Z{p25q. Suppose for a contradiction b “ 2 in Z{p5q. Then
in Z{p25q we must have b P t2, 7, 12, 17, 22u. But fp2q “ fp7q “ fp12q “ fp17q “ fp22q “ 15
in Z{p25q, contradicting fpbq “ 0 in Z{p25q. Thus b ‰ 2, leaving b “ 1 as the only possibility.
Thus there are no other solutions in Z{p125q.

Solution to Exercise 7.33. (a) Note that fpxq – x4 ` 1 satisfies fpx ` 1q “ x4 ` 4x3 `

6x2 ` 4x ` 2, so fpx ` 1q is irreducible in Qrxs by Eisenstein’s criterion for p “ 2 since
p “ 2 divides all nonzero coefficients except the leading coefficient and p2 “ 4 does not
divide the constant term 2. Thus fpx ` 1q is irreducible in Qrxs, so fpxq must be too
(since otherwise the irreducible polynomial fpx ` 1q would factor by replacing x with
x ` 1 in the factorization of fpxq).
To see fpxq – x6 ` x3 ` 1 is irreducible in Qrxs, note that we can apply Eisenstein’s
criterion to fpx ` 1q “ x6 ` 6x5 ` 15x4 ` 21x3 ` 18x2 ` 9x ` 3 for p “ 3. Indeed,
the leading coefficient is not divisible by 3 and the constant term 3 is not divisible by
p2 “ 9, while the rest of the coefficients of fpx ` 1q are divisible by 3. Thus fpx ` 1q

is irreducible in Qrxs. It follows that fpxq is irreducible in Qrxs (since otherwise the
irreducible polynomial fpx`1q would factor by replacing x with x`1 in the factorization
of fpxq).

(b) We claim x2 ` y2 ´ 1 is irreducible over Qrx, ys. We will use Eisenstein’s criterion,
viewing fpxq – x2 ` y2 ´ 1 as a polynomial in x over the integral domain Qrys. Then
we can write

fpxq “ a2x
2

` a1x ` a0,

where a2 “ 1, a1 “ 0, and a0 “ y2 ´ 1. We want a prime ideal p of Qrys such that
– 1 “ a2 R p,

– 0 “ a1 P p,

– y2 ´ 1 “ a0 P p, and

– y2 ´ 1 “ a0 R p2.
Consider the ideal p “ py´1q P Qrxs. Since the map gpyq ÞÑ gp1q induces an isomorphism
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Qrys{py´ 1q
–
Ñ Q and Q is a field, p – py´ 1q is maximal in Qrys, hence prime. As p is

a proper ideal, 1 “ a0 R p. Also, both a0 “ y2 ´ 1 “ py ´ 1qpy ` 1q and a1 “ 0 are in p.
To see the last point a0 “ y2 ´ 1 R p2, suppose the contrary. Then py ´ 1qpy ` 1q “

y2 ´ 1 P p2, and thus y ` 1 P p, forcing y ` 1 “ py ´ 1qgpyq for some gpyq P Qrys. But
y ´ 1 is irreducible in Qrys, so gpyq “ q for some q P Q, which contradicts the fact
py ´ 1qq ‰ y ` 1 for any q P Q. Thus by Eisenstein’s criterion, fpx, yq “ x2 ` y2 ´ 1 is
irreducible over pQpyqqrxs. But Qrys is itself a UFD (as a polynomial ring over a field),
so the prime elements of pQrysqrxs are the irreducible elements of Qrys together with
the primitive polynomials of pQrysqpxq that are irreducible in pQpyqqrxs. Since fpx, yq

is of the latter type, we conclude fpx, yq is irreducible in pQrysqpx0q – Qrx, ys.
Notice that the above proof verbatim shows that fpxq – x2 ` y2 ´ 1 is an irreducible
element of Crx, ys, after replacing any occurrence of “Q” with “C.”

Proof of Lemma 8.2. Assume for contradiction that there exists a nonzero element m `

TorpMq in M{TorpMq that is a torsion element. This means there exists a nonzero a P A
such that am P TorpMq. If m were not in TorpMq, there would exist a nonzero a1 P A
with a1pamq “ 0, implying pa1aqm “ 0. However, a1a ‰ 0 since A is an integral domain,
which contradicts the assumption that m R TorpMq. Therefore, m` TorpMq must be zero in
M{TorpMq, contradicting our assumption. Hence, M{TorpMq is torsion-free.

Proof of Proposition 8.3. Let tv1, . . . , vru be a maximal linearly independent subset of M .
(Such a subset exists because if M is torsion-free, then even the singleton set tm1u is linearly
independent, and adding more mi’s to this set can only change it from linearly dependent to
linearly independent once. Since there are finitely many generators, there exists a maximal
linearly independent subset of them.) Then, for each i, the set tmi, v1, . . . , vru is linearly
dependent. Therefore, there exist aij P A and bi P A∖ t0u such that

bjmj `
ÿr

j“1
aijvj “ 0.

Now set b – b1b2 ¨ ¨ ¨ bn. Then bM is a submodule of the free submodule xv1, . . . , vry, since if
m “ a1m1 ` ¨ ¨ ¨ ` anmn, then

bm “ a1

´

ź

i‰1
bi

¯

b1m1 ` ¨ ¨ ¨ ` an

´

ź

i‰n
bi

¯

bnmn

“ a1

´

ź

i‰1
bi

¯´

´
ÿr

j“1
a1jvj

¯

` ¨ ¨ ¨ ` an

´

ź

i‰n
bi

¯´

´
ÿr

j“1
anj vj

¯

P xv1, . . . , vry.

Since xv1, . . . , vry is free of rank r, and by Exercise 11.4, bM is free as well. Because M is
torsion-free, the A-module map M Ñ bM given by m ÞÑ bm has kernel zero (and is certainly
surjective), so bM – M as A-modules. But bM was free, so we conclude that M is free.

Proof of Corollary 8.5. M{TorpMq is torsion-free by Lemma 8.2, hence free by Proposi-
tion 8.3. Therefore, there exists a nonempty set I such that M{TorpMq –

À

iPI A. Then by
Exercise 11.5, the short exact sequence

0 ÝÑ TorpMq ÝÑ M ÝÑ M{TorpMq ÑÝÑ 0
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admits a section s : M{TorpMq Ñ M , hence splits. It follows that

M – M{TorpMq

—F

‘TorpMq

—T

.

Since M is finitely generated, any generating set of F must be finite, so in particular F has
finite rank r P Zě1. Since the rank is well-defined, there exists a unique r P Zě0 (where
r “ 0 corresponds to the case F “ 0, or equivalently when M “ TorpMq). The module T is
a torsion module, since any m P T “ TorpMq is a torsion element by definition of TorpMq.
Hence, any finitely generated module M over a PID A can be written as M – A‘r ‘ T .

Proof of 8.10 (Lemma 8.10). Fix ppq P SpecA. If a P A, then M rpaqs Ă M rpa2qs (since if
ra “ 0 then certainly ra2 “ 0). Thus the sequence

M rppqs Ă M rpp2qs Ă M rpp3qs Ă ¨ ¨ ¨

is an ascending chain in M , which is a Noetherian module as a finitely generated module
over the Noetherian ring A. Thus there exists np P Zě1 such that for all ℓ P Zě0, we have
M rppnp`ℓqs “ M rppnpqs. Hence Mp8 “ M rppnpqs.

Now, let 𝒫 “ tppq P SpecA | Mp8 ‰ 0u. If 𝒫 were infinite, then choose distinct
pp1q, pp2q, pp3q, ¨ ¨ ¨ P 𝒫 and observe that

M rpp1qs Ă M rppn1
1 p

n2
2 qs Ă M rppn1

1 p
n2
2 p

n3
3 qs Ă ¨ ¨ ¨

is an increasing chain of submodules of M , which must stabilize. That is, there exists k P Zě0

such that for all ℓ P Zě0,

M
”

źk

i“1
pni
i

ı

“ M
”

źk`ℓ

i“1
pni
i

ı

.

Set m –
śk

i“1 p
ni
i . Then for all x P Mp8

k`1
, we have x P M rppnpk`1

k`1 qs Ă M rmpnpk`1
k`1 s “ M rms.

Hence pnk`1
k`1 x “ 0 implies pk`1x “ 0 and mx “ 0. But A is a PID, so pm, pnk`1

k`1 q “ A, and
thus ax “ 0 for all a P A. We conclude that x “ 0. Thus Mp8

k`1
“ 0, and similarly, Mp8

k`i
“ 0

for all i ě 1.

Proof of 8.11 (Theorem 8.11). We will show existence in (2), then existence in (1), then
uniqueness in (1), then uniqueness in (2).

• Existence in (2): Consider the set Σ defined as Σ – tλpNq | λ P HomApM,Aqu, the
collection of ideals of A given by A-linear functionals on M . Since Σ ‰ ∅ (as λ “ 0 P Σ),
and since A is Noetherian (being a PID), there exists a maximal element in Σ, say
pq1q “ λ1pNq for some λ1 P HomApM,Aq.
Note q1 ‰ 0: if N ‰ p0q, for any basis v1, . . . , vn of M and any nonzero n P N , we can
write n “

řn
i“1 aivi for some nonzero ai P A. Thus, the map λ – pri P HomApM,Aq

that projects onto the i-th coordinate sends n to a nonzero element. Hence, pq1q “ λpNq

is nonzero, implying q1 ‰ 0.
Choose f1 P N such that λ1pf1q “ q1. Then, for all λ P HomApM,Aq, λpf1q P pq1q.
Otherwise, a suitable linear combination

paλ ` bλ1qpf1q “ gcdpq1, λpf1qq

Version of February 5, 2024 at 11:53am EST Page 158 of 177

https://www.greysonwesley.com/home


Greyson C. Wesley 11: Proofs

would contradict the maximality of pq1q. Thus, f1 “ q1e1 for some e1 P M , writing
f1 in any basis of M as f1 “

řn
i“1 aivi; the projections to the ith coordinate pi give

pif1 “ ai P pq1q.
We observe:

– M “ Ae1 ‘ kerpλ1q: For all m P M , m “ λ1pmqe1 ` pm ´ λ1pmqe1q, where the
latter is in kerpλ1q since λ1pe1q “ 1. Thus, M “ Ae1 ` kerpλ1q. If λ1pae1q “ 0,
then a ¨ 1 “ 0, so Ae1 X kerpλ1q “ p0q.

– kerpλ1q is free (of rank n ´ 1): Indeed, as A is a PID, and N “ Af1 ‘ kerpλ1|Nq,
we find that kerpλ1|Nq is free.

For the inductive step, assume that there exists a basis e2, . . . , er of kerpλ1q and ideals
pq2q Ą pq3q Ą ¨ ¨ ¨ Ą pqrq of A such that q2e2, . . . , qrer is a basis of kerpλ1|Nq “ NXkerpλ1q.
We may further assume that our induction hypothesis says pq2q is maximal in the set

tλpkerpλ1|Nqq | λ P HomApkerλ1, Aqu.

We must check q1 | q2. For all λ P HomApM,Aq, λpN1q Ă pq1q. If not, extend λ to M
by setting λpe1q “ 0, and then for some n1 P N1 with λpn1q R pq1q, a linear combination

paλ1 ` bλqpf1 ` n1q “ aq1 ` bλpn1q

equals gcdpq1, λpn1qq, contradicting the maximality of pq1q. Thus, pq2q Ă pq1q, that is,
q1 | q2. This proves existence in (2).

• Existence in (1): Let m1, . . . ,mn be generators of M . Consider an exact sequence
0 Ñ G Ñ An

π
ÝÑ M Ñ 0, where G “ kerpπq and πpa1, . . . , anq “

řn
i“1 aimi. Applying

the existence of (2) to the inclusion G Ă An, we get a basis e1, . . . , en of An and
q1 | q2 | ¨ ¨ ¨ | qn such that for some r, s with r ` s “ n, q1e1, . . . , qses is a basis of G and
qr`1 “ ¨ ¨ ¨ “ qr`s “ 0. Thus

M – A‘r
‘
às

j“1
A{pqjq.

• Uniqueness in (1): let M be a finitely generated A-module. From existence, we know
M – A‘r

Às
j“1A{pqjq for some r, s P Zě0. We want to show r, s, q1, . . . , qs (with all

qj ‰ 0 and non-units) are uniquely determined by M . Uniqueness of r is just because
r “ rkpM{TorpMqq. It remains to show uniqueness of the torsion submodule of M . We
may assume r “ 0 (since otherwise we can consider M{A‘r). Let p be any prime of A
such that p | qi. Set M rps “ tx P M | px “ 0u. In the decomposition M “

Às
j“1A{pqjq,

an m P M lies in M rps if and only if when we write m “ m1 ` ¨ ¨ ¨ `ms, mj P A{qj , each

mj P A{pqiqrps “

#

p0q if p ∤ qi,
qi{pA
qiA

if p | qi.

In this latter case where p | qi, pqi{pq¨A
qiA

– A{p via qi
p
x ÞÑx. Consequently,

|tj | p divides qju| “ dimA{ppM rpsq (dimension as a vector space). In particular, for
any p such that p | q1, we deduce that s “ dimA{pM rps. For any other decomposi-
tion M “

Às1

i“1A{pq1
iq (with qj nonzero non-units) such that pq1

iq | pq1
2q | ¨ ¨ ¨ | pq1

sq,
dimA{pM rps “ |tj | p divides q1

ju| ď s1. The argument here is symmetric with respect to
s and s1, so we also obtain the other inequality s1 ď s. Hence s “ s1, so s is independent
of the choice of decomposition with the divisibility property.
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And moreover, for any p dividing q1, p also divides each q1
j . So, for any two decompositions

like this, they have the same number of terms, and any prime appearing in the first
layer of one must appear in the first layer of the other, hence in all other terms.
We can now finish the proof of uniqueness by inducting on the number of prime factors
of

śs
j“1 qj. Namely, look at t submodule pM of M . Still with p | q1, we have

pM –
às

j“1

pA

qjA
–
às

j“1
A{pqj{pq.

Then by induction, since q1
p

|
q2
p

| ¨ ¨ ¨ |
qs
p
, we see that the qj{p are uniquely determined

(by the IH), so by multiplying by p we obtain uniqueness of the qj . This proves uniqueness
of (1).

• Uniqueness of (2): This follows directly from the uniqueness of (1) as follows. Choose a
basis te1, . . . , enu of M with tq1e1, . . . , qnenu (discarding those i such that qiei “ 0) as a
basis of N Ď M and q1 | q2 | ¨ ¨ ¨ | qn. Then, for some t, s, r,

q1, . . . , qt
PÂ

, qt`1, . . . , qt`s, qt`s`1

‰0 and RÂ

, qn“t`s`r

“0

.

Then

M{N » Ar ‘
às

j“1
A{pqt`jq,

and by uniqueness in (1), N and the sequence pqt`1q, . . . , pqt`sq are uniquely determined.
But then so is t “ n ´ r ´ s and necessarily pq1q “ ¨ ¨ ¨ “ pqtq “ A.

Proof of Corollary 8.13. By Lemma 8.10 Mp8 “ 0 for all but finitely many ppq P SpecA.
Let 𝒫 “ tppq P SpecA | Mp8 ‰ 0u. Since 𝒫 is finite, we can write M as a direct sum of its
p8-torsion submodules for each ppq P 𝒫, and a direct summand that is torsion-free. Formally,

M –

´

à

ppqP𝒫
Mp8

¯

‘ T,

where T is a torsion-free A-module.

By part (1) of Theorem 8.11, T is isomorphic to a direct sum of a free A-module and a
direct sum of cyclic modules of the form A{pqiq for some qi P A, which gives us the desired
decomposition.

Proof that 8.13 and 8.11 together imply 8.14 (Corollary 8.14). By Corollary 8.5 we can
write M – A‘r ‘ TorpMq for some r P Zě0. Since Mp8 Ă TorpMq by definition of Mp8 , we
define a map

φ :
à

ppqPSpecA
Mp8 ÝÑ TorpMq,

tmppquppqPSpecA ÞÝÑ
ÿ

ppqPSpecA
mppq.

This map is a module homomorphism by the universal mapping property of direct sums, so
it remains to show that it is injective and surjective.

• φ is surjective: Let x P TorpMq. By definition, AnnApxq ‰ 0. Since A is a PID, we
have AnnApxq “ paq for some nonzero a P A. As A is a PID, a can be factored, so
a “ upn1

1 ¨ ¨ ¨ pnk
k for some unit u P Aˆ and distinct prime elements pi P A, ni P Zě0. For
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each i P t1, . . . , ku, define

ai –
a

pni
i

“ u
źk

j“1
j‰i

pnj
j .

Then pa1, . . . , akq “ A. Hence, we can write

1 “
ÿk

i“1
riai.

In particular, x “
řk
i“1 riaix. Observe that riaix P Mp8

i
, since pni

i priaixq “ riax “ 0.
Thus, φ is surjective.

• φ is injective: Suppose tmiu
k
i“1 P kerpφq, where mi P Mp8

i
“ M rppni

i qs. Then
řk
i“1mi “

0, with k minimal. Consequently, ´m1 “ m2 ` ¨ ¨ ¨ ` mk. Since pn1
1 m1 “ 0, we have

pn1
1 pm2 ` ¨ ¨ ¨ ` mkq “ 0. Also,

pn2
2 p

n3
3 ¨ ¨ ¨ pnk

k pm2 ` ¨ ¨ ¨ ` mkq “ 0,

which implies

AnnApm1q “ AnnApm2 ` ¨ ¨ ¨ ` mkq Ą ppn1
1 , p

n2
2 ¨ ¨ ¨ pnk

k q “ A,

so AnnApm1q “ A. This means m1 “ 0, which contradicts the minimality of k. Thus φ
is injective, which completes the proof.

Proof of Theorem 8.17. (1) As mT “ AnnkrxspVT q and VT –
À

krxs{pqipxqq, we have
mT pxq “ qspxq, where each qj divides qs. Since mT and qs are monic, mT “ qs.

(2) The decomposition of VT guides our choice of basis: in the i-th summand, choose the
basis p1, x, . . . , xdeg qi´1q. Then, with respect to this basis, T has the form of a block
diagonal matrix with each block being a companion matrix 𝒞qi . Thus RCF is unique.

(3) A and B are conjugate in GLnpkq if they represent the same linear transformation.
Hence, if RCFpAq “ RCFpBq, they are conjugate. For the second part, consider L
extending k. If A and B are conjugate in GLnpLq, then their RCFs are the same in Lrxs.
Since the qis are in krxs, it follows that A and B are conjugate in GLnpkq.

(4) pT pxq – detpxIn ´ T q, where A “ RCFpT q. Then pT pxq “
ś

detpxIdeg qi ´ 𝒞qiq “

q1pxqq2pxq ¨ ¨ ¨ qspxq. Since q1 | q2 | ¨ ¨ ¨ | qs “ mT pxq, mT pxq | pT pxq, and they share the
same roots, considering multiplicity.

Proof of Theorem 8.19. As a krxs-module, there exists an isomorphism V –
Àr

i“1 krxs{px´

λiq
di for some di and λis. The matrix of multiplication by x on krxs{px ´ λqd, in the basis

p1, x ´ λ, . . . , px ´ λqd´1q, is the Jordan block Jλ,d.

Proof of Corollary 8.20. If A is diagonalizable, say PAP´1 “ diagpλ1, . . . , λnq, then the
minimal polynomial mApxq “

ś

distinct λipx ´ λiq. Conversely, if mA has distinct roots, then
each Jordan block Jλi,di of A satisfies mJλi,di pxq “ px´ λiq

di , and since mA has distinct roots,
we have di “ 1 for all i. Hence, A is diagonalizable. We now make this precise:

(ñ) Suppose P´1AP “

˜

λ1

λn

¸

for some P P GLnpkq. Then A satisfies mpAq “ 0 for

mpxq “
ś

iPSpx ´ λiq where S Ă t1, . . . , nu is a subset such that λi ‰ λj for i, j P S and
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tλi | i P t1, . . . , nuu “ tλi | i P Su. By definition, mApxq | mpxq, so mApxq has distinct roots.
(As easily checked, mApxq “ mpxq).

(ð) We know there exists some P P GLnpkq such that

P´1AP “

¨

˚

˝

J1

Jr

˛

‹

‚

where we are writing Ji to mean Jλi,di for each i P t1, . . . , ru The minimal polynomial of
each Ji is px ´ λiq

di : this follows quickly from a direct calculation, or from the fact that
the invariant factor decomposition of kdi as a krxs-module, with x acting via Ji, is given by
kdi “ krxs{px´ λiq

di . Thus mApxq “ lcmi“1,...,rppx´ λiq
diq, and the assumption that mA has

distinct roots forces all di “ 1, that is, P´1AP is diagonal.

Proof of Proposition 8.31. V “ M as a C-vector space, Tv “ xv. So v P Eλ ðñ pT ´

λIqnv “ 0 ðñ v P Mpx´λq8 .

Solution to Exercise 8.33. (a) Any F2rxs-module M of order 8 is finite, and hence finite-
dimensional as an F2-vector space. Thus M – Fn2 for some n P Zě0. Thus 8 “ |M | “

|Fn2 | “ 2n, so n “ 3; it follows that M is 3-dimensional as an F2-vector space.
It follows from the corollary to the structure theorem that we can write isomorphism
classes of F2rxs-modules of order 8 take the form M –

Àk
i“1 F2rxs{ppipxqriq for k P Zě1

such that pi P F2rxs, ri P Zě1 are not necessarily distinct and the pi are irreducible, and
řk
i“1 ri deg pi “ 3.

First note that the following are all irreducible polynomials of degree at most 3 in F2rxs:
x3 ` x2 ` 1, x3 ` x ` 1, x2 ` x ` 1, x ` 1, x. Indeed, if any of these were reducible they
would have a root in F2 but none of these do. And there are no more irreducibles,
because the rest of the polynomials of degree at most 3 are x3 ` 1 “ px` 1qpx2 ` x` 1q,
x3`x2`x “ xpx2`x`1q, x3`x2`x`1 “ px`1q3, x2`1 “ px`1q2, x2`x “ xpx`1q,
which are all reducible.
We break into cases depending on the integer k. By the structure theorem any two
isomorphism classes from different k are distinct, so when listing all possible isomorphism
classes for a given k we only need to check that multiplication by x is a distinct linear
transformation.

– k “ 1: The possibilities and the corresponding action of multiplication by x in the
basis p1, x, x2q are as follows:

(1) F2rxs

px3`x`1q
,

¨

˝

0 0 1
1 0 1
0 1 0

˛

‚;

(2) Frxs

px3`x2`1q
,

¨

˝

0 0 1
1 0 0
0 1 1

˛

‚;
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(3) F2rxs

px3q
,

¨

˝

0 0 0
1 0 0
0 1 0

˛

‚;

(4) Frxs

ppx`1q3q
,

¨

˝

0 0 1
1 0 1
0 1 1

˛

‚;

– k “ 2: The possibilities and the corresponding action of multiplication by x in the
basis p1, xq ‘ p1q, respectively, are as follows:

(5) F2rxs

px2`x`1q
‘

F2rxs

px`1q
,

¨

˝

0 1 0
1 1 0
0 0 1

˛

‚;

(6) F2rxs

px2`x`1q
‘

F2rxs

pxq
,

¨

˝

0 1 0
1 1 0
0 0 0

˛

‚;

(7) F2rxs

px2q
‘

F2rxs

pxq
,

¨

˝

0 0 0
1 0 0
0 0 0

˛

‚;

(8) F2rxs

ppx`1q2q
‘

F2rxs

px`1q
,

¨

˝

0 1 0
1 0 0
0 0 1

˛

‚;

(9) F2rxs

ppx`1q2q
‘

F2rxs

pxq
,

¨

˝

0 1 0
1 0 0
0 0 0

˛

‚;

(10) F2rxs

px2q
‘

F2rxs

px`1q
,

¨

˝

0 0 0
1 0 0
0 0 1

˛

‚;

– k “ 3: The possibilities and the corresponding action of multiplication by x in the
basis p1q ‘ p1q ‘ p1q are as follows:

(11) F2rxs

px`1q
‘

F2rxs

px`1q
‘

F2rxs

px`1q
,

¨

˝

1 0 0
0 1 0
0 0 1

˛

‚;

(12) F2rxs

pxq
‘

F2rxs

pxq
‘

F2rxs

pxq
,

¨

˝

0 0 0
0 0 0
0 0 1

˛

‚;

(13) F2rxs

pxq
‘

F2rxs

px`1q
‘

F2rxs

px`1q
,

¨

˝

0 0 0
0 1 0
0 0 1

˛

‚;

(14) F2rxs

px`1q
‘

F2rxs

pxq
‘

F2rxs

pxq
,

¨

˝

1 0 0
0 0 0
0 0 0

˛

‚.

(b) By Corollary 8.22, we have the following possibilities:
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(1) F2rxs{pqpxqq for qpxq “ x3 ` ax ` bx ` 1 for some a, b P F2 (where the nonzero
constant term is equivalent to the condition 𝒞q is invertible). Breaking into
irreducibles and consulting our list of irreducibles in part (a), we have the following
cases, where the RCF is in the basis p1, x, x2q:

(1a) F2rxs{px3 ` x ` 1q, whose RCF is

¨

˝

0 0 1
1 0 1
0 1 0

˛

‚,

(1b) F2rxs{px3 ` x2 ` 1q,

¨

˝

0 0 1
1 0 0
0 1 1

˛

‚,

(1c) F2rxs{ppx ´ 1qpx2 ` x ` 1qq –
F2rxs

px´1q
‘

F2rxs

px2`x`1q
,

¨

˝

1 0 0
0 0 1
0 1 1

˛

‚, and

(1d) F2rxs{ppx ´ 1q3q,

¨

˝

1 0 0
1 1 0
0 1 1

˛

‚.

(2) F2rxs{px ´ 1q ‘ F2rxs{ppx ´ 1q2q, where the RCF is

¨

˝

1 0 0
0 1 0
0 1 1

˛

‚, in the basis p1q ‘

p1, xq.

(3) F2rxs{px´ 1q ‘ F2rxs{px´ 1q ‘ F2rxs{px´ 1q, where the RCF is

¨

˝

1 0 0
0 1 0
0 0 1

˛

‚ in the

basis p1q ‘ p1q ‘ p1q.

Solution to Exercise 8.34. (a) Note that impfq is a submodule of the free Z-module Zm,
so by the second clause of the structure theorem for finitely generated modules over a
PID there exists a basis pe1

1, . . . , e
1
mq for Zm for which there are unique q1, . . . , qs P Z

satisfying q1 | q2 | ¨ ¨ ¨ | qs and the nonzero elements of the ordered set pq1e
1
1, . . . , qse

1
sq, say

pqi1e
1
i1 , . . . , qire

1
irq for i1 ă ¨ ¨ ¨ ă ir, is a basis for impfq. (Of course, since q1 | q2 | ¨ ¨ ¨ | qn,

our only choice for i1, . . . , ir is i1 “ 1, i2 “ 2, . . . , ir “ r.)
For each j P t1, . . . , ru, since qije1

ij P impfq, there exists some nonzero ej P Zm such
that fpejq “ qije

1
ij . Observe that te1, . . . , eru is linearly independent in Zn. To see this,

suppose the contrary. Then (without loss of generality) e1 can be expressed as a linear
combination e1 “

řr
j“1 njej for some n1, . . . , nr P Z. But then

qi1e
1
i1 “ fpe1q “ f

´

ÿr

j“1
njej

¯

“
ÿr

j“1
njfpejq “

ÿr

j“1
njpqije

1
ijq,

which contradicts the linear independence of tq1e
1
1, . . . , qre

1
ru in Zm. Thus te1, . . . , eru is

linearly independent in Zm.
The short exact sequence 0 Ñ ker f Ñ Zn Ñ im f Ñ 0 splits by Exercise 11.5(a) , so
Zn – ker f ‘ im f . Since ker f is a free submodule of the free Z-module, we can pick a
basis ter`1, . . . , enu for ker f . Then pe1, . . . , enq is a basis of Zn. Because pqi1 , . . . , qirq is a
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basis for the image, for each j P tr`1, . . . , nu we can write fpejq as a linear combination
fpejq “

řr
k“1 akjqike

1
ik for some aik P Z.

We now write the Z-linear combination f as a matrix with respect to the ordered bases
pe1, . . . , enq for the source Zn and pe1

i1 , . . . , e
1
imq for the target Zm, where the e1

i1 , . . . , e
1
ir

are as before and e1
ir`1

, . . . , e1
im is any indexing of te1

1, . . . , e
1
mu ∖ te1

i1 , . . . , e
1
iru. Then

fpejq “

#

qije
1
ij if j P t1, . . . , ru,

řr
k“1 akjqike

1
ik for some ajk P Z if j P tr ` 1, . . . ,mu.

Thus the matrix A of f in these bases is

A “

¨

˚

˚

˚

˚

˚

˚

˚

˝

qi1 qi1a1,r`1 qi1a1,n

qir qirar,r`1 qirar,n

0 0

˛

‹

‹

‹

‹

‹

‹

‹

‚

.

The column operation that takes a column and subtracts an integer multiple of some
other column is invertible, so by subtracting appropriate multiples of the first r columns
from the last n ´ r columns and transforming our ordered basis vectors er`1, . . . , en
accordingly, we obtain bases in which f is written as

A1
“

¨

˚

˚

˚

˚

˚

˚

˚

˝

qi1

qir
0

0

˛

‹

‹

‹

‹

‹

‹

‹

‚

.

Since qi1 | qi2 | ¨ ¨ ¨ | qir , this matrix takes the desired form. This completes the proof.

(b) Let A be the matrix representing f : Zn Ñ Zn with respect to the standard ordered
basis. Before we begin, first note that by part (a) A is similar (in MnpZq) to some
A1 “ diagpq1, . . . , qnq with each of q1, q2, . . . , qn nonzero, so detA “ detA1 “ q1q2 ¨ ¨ ¨ qn.
If A is singular then detA “ q1q2 ¨ ¨ ¨ qn “ 0, so because Z is an integral domain one
of the qjs is zero. Thus, by the divisibility condition, qs “ 0. Since Zn – ker f ‘ im f ,
at least the direct summand corresponding to Z{pqsq in the decomposition of im f is
Z{pqsq “ Z{p0q – Z, which is infinite, so the cokernel Zn{ impfq – ker f has an infinite
direct summand. Since the index of impfq in Zn is the cardinality of this cokernel by
definition, we have rZn : impfqs “ 8.
On the other hand, suppose A is nonsingular. Then detA “ detA1 “ q1q2 ¨ ¨ ¨ qn ‰ 0, so
each qi is nonzero. Then

Zn

impfq
–

Z ‘ ¨ ¨ ¨ ‘ Z
q1Z ‘ ¨ ¨ ¨ ‘ qnZ

–
Z
q1Z

‘ ¨ ¨ ¨ ‘
Z
qnZ

(11.12.4)

is a finite set since each direct summand is finite. (Here we used that if tMiuiPI are
R-modules and Ni Ă Mi is a submodule for each i P I, then the natural map

À

iPIMi Ñ
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À

iPI
RMi

Ni
is a surjective module homomorphism with kernel

À

iPI Ni, and thus induces
a natural isomorphism

À

iPI Mi
À

iPI Ni

–
Ñ

À

iPI
Mi

Ni
.) Taking cardinalities in Equation (11.12.4),

we conclude

rZn : impfqs “

ˇ

ˇ

ˇ

ˇ

Z
q1Z

‘ ¨ ¨ ¨ ‘
Z
qnZ

ˇ

ˇ

ˇ

ˇ

“ q1q2 ¨ ¨ ¨ qn ă 8,

as desired. Since q1q2 ¨ ¨ ¨ qs “ detA1 “ detA, we conclude in this situation that
rZn : impfqs “ detA.

Solution to Exercise 8.35. Write

A “

¨

˝

1 2 3
4 5 6
7 8 9

˛

‚

R2´“4R1
ÝÝÝÝÝÝÑ

¨

˝

1 2 3
0 ´3 ´6
7 8 9

˛

‚

R3´“7R1
ÝÝÝÝÝÝÑ

¨

˝

1 2 3
0 ´3 ´6
0 ´6 ´12

˛

‚

R3´“2R2
ÝÝÝÝÝÝÑ

¨

˝

1 2 3
0 ´3 ´6
0 0 0

˛

‚

C3`“2C2
ÝÝÝÝÝÑ

¨

˝

1 2 7
0 ´3 0
0 0 0

˛

‚

C2´“2C1
ÝÝÝÝÝÑ

¨

˝

1 0 7
0 ´3 0
0 0 0

˛

‚

C3´“7C1
ÝÝÝÝÝÑ

¨

˝

1 0 0
0 ´3 0
0 0 0

˛

‚

C2̂ “´1
ÝÝÝÝÝÑ

¨

˝

1 0 0
0 3 0
0 0 0

˛

‚,

which is in the desired form. This is equivalent to obtaining bases of the source and target
in which the matrix f has the desired form (since one can trace backward the sequence of
invertible transformations and then apply them to the standard basis to obtain the desired
basis), and after doing so we obtain A “ Q´1AP , where

Q “

¨

˝

1 0 0
4 ´1 0
1 ´2 1

˛

‚ and P “

¨

˝

1 2 3
0 1 2
0 0 1

˛

‚.

Solution to Exercise 8.36. We first assume the finite case holds and prove the infinite case.
Since spantTiuiPI is a vector subspace of the k-vector space EndkpV q and dimpEndkpV qq “

dimpV q2 is finite, spantTiuiPI has some finite basis pTi1 , . . . , Tirq for some r ď n2. By the finite
case, there exists a basis of V simultaneously diagonalizing each Tij . Any k-linear combination
of finitely many simultaneously diagonalized maps is itself simultaneously diagonalized by
linearity, so we are done because each T P spantTiuiPI is a k-linear combination of the Ti.

We now prove the finite case by induction on |I| — k P Zě1. The base case is immediate by
point (i) of the hypothesis, so suppose the claim is true for all integers in t1, . . . , k ´ 1u and
let tTiu

k
i“1 be a collection of pairwise commuting diagonalizable matrices. For each eigenvalue

λ of Tk, let

Eλ “ tv P V | Tkv “ λvu.
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Then for each v P Eλ, we have Tiv P Eλ: indeed,

TkpTivq “ TipTkvq “ Tipλvq “ λpTivq,

so Tiv is an eigenvector of Tk with eigenvalue λ. Thus the linear maps T1, . . . , Tk´1 can be
be viewed as linear maps Ti|Eλ : Eλ Ñ Eλ. Then by the induction hypothesis (which we
can apply because the subspace Eλ is itself finite-dimensional), there exists a basis, call it
ℬ, of Eλ simultaneously diagonalizing the T1, . . . , Tk´1. And all elements of the basis ℬ
are eigenvectors for Tk|Eλ as well, as all (nonzero) elements of Eλ are eigenvectors of Tk (by
definition of Eλ). Since Tk is diagonalizable, V is the direct sum of all such Eλ, so obtaining
a basis for each direct summand Eλ as above we obtain a basis for V that simultaneously
diagonalizes all T1, . . . , Tk, as desired. This completes the proof.

Solution to Exercise 8.37. (a) By definition, T ˚w˚
j “ w˚

j ˝ T , so for all i, j P t1, . . . , nu,

pT ˚w˚
j qvi “ v˚

j ˝ T pviq “ w˚
j ˝

´

ÿ

k
akiwk

¯

“
ÿ

k
akiw

˚
jwk

“δjk

“ aji,

so T ˚w˚
j is the column vector corresponding to the linear functional V Ñ K sending vi

to aji. Thus the matrix A˚ of the linear transformation T ˚ in the bases tviui and twjuj
is

A˚
“ pajiq

n
i,j“1 “ At,

the transpose of A.

(b) Suppose V is a K-vector space, tviuiPI is a basis for V , and v P V, f P V ˚, and
evpvqpfq “ 0. Then 0 “ evpvqpfq “ fpvq, so v P ker f . But f was arbitrary, so in
particular v˚

i pvq “ 0 for all i P I. But i was arbitrary, so

v “ tviuiPI “ tv˚
i pvquiPI “ t0uiPI “ 0.

Thus ev is injective.
Now suppose dimV ă 8, let tv1, . . . , vnu be a basis for V , and let q P pV ˚q˚. Since
dimV ă 8 and tv˚

1 , . . . , v
˚
nu is a basis for V ˚, dimV ˚ ă 8. Similarly, tpv1, . . . , pvnu is

a finite basis for pV ˚q˚, where pvi – pv˚q˚. To see ev is surjective, it thus suffices to
show each basis vector pvi is in the image of ev. It is thus enough to show evpviq “ pvi,
which we justify as follows. Since evpviqpv˚

j q “ v˚
j pviq “ δij for all i, j and this property

characterizes the basis tpx1, . . . , pxnu dual to tv˚
1 , . . . , v

˚
nu, we conclude evpviq “ pvi. Thus

ev is surjective, hence an isomorphism.

Proof of Lemma 9.1. Define φ : V ˚ Ñ
ś

iPI k by

φpλq – txiuiPI P
ź

iPI
k,

where xi “ λpviq. It is straightforward that φ is a homomorphism of k-vector spaces.

We claim the map ψ :
ś

iPI k Ñ V ˚ defined by

ψptxiuiPIq –

´

ÿ

iPI
aivi

¯

“
ÿ

iPI
aixi

(the sums
ř

iPI aivi are finite since ai “ 0 for almost every i) is an inverse for φ. One can
check that txiuiPI P

ś

iPI k, ψptxiuiPIq P V ˚, and ψ is a homomorphism of k-vector spaces.
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(These are simple checks best left as an exercise.)

To see φ and ψ are inverses, we need to show φ ˝ ψ “ idπk and ψ ˝ φ “ idV ˚ . We have
ψpφpλqqp

ř

aiviq “
ř

aixi where xi “ λpviq “
ř

aiλpviq “ λp
ř

aiviq, that is, ψ ˝ φ “ id, and
pφ ˝ ψqptxiuiPIq “ φpψptxiuiPIqq “ pyiq where yi “ ψptxiuiPIqpviq “ xi, so φ ˝ ψ “ id. Thus,
φ : V ˚ Ñ

ś

iPI k is an isomorphism.

Proof of Corollary 9.2. For I finite,
ś

iPI k “
À

iPI k. Then where φ, ψ are as in the proof
of Lemma 9.1, we obtain an isomorphism

V
À

iPI k
ś

iPI k V ˚

vi ei ei ψpeiq

– –

ψ

and ψpeiqpvjq “ δij, that is, ψpeiq “ v˚
i , as desired.

We omit the general proof of the second point, but we do give some remarks in the case
dimk V “ 8. For V “

À

iPI k, we have dimk V
˚ “ |tset maps I Ñ ku|, which is a strictly

larger cardinal than |I| by an argument similar to Cantor’s diagonalization argument. We
omit the general proof of this, but we do note that in some cases we can easily see that
À

k fl
ś

k. For example, where p is a prime, |V | “ |
À

iPZě1
Z{ppq| is countable, but for

k “ Z{pZ and I “ Zě1 we have |V ˚| “
ś

iPZě1
Z{ppq is uncountable (since it contains

countably infinite strings of 0s and 1s, which covers all real numbers when written in binary,
and the real numbers are uncountable).

Proof of Definition 9.11. Define φ : V ˆW Ñ V bk W by

φpv, wq – pv, wq pmodXq.

Then φ is K-bilinear by the construction of X. Given any K-bilinear f : V ˆW Ñ U , define
the K-linear rφ :

À

pv,wqPVˆW Kpv, wq Ñ U first for generators by rφppv, wqq “ fpv, wq, then
extending uniquely to rφ :

À

pv,wq
Kpv, wq Ñ U by the universal property of the direct sum.

Note that rφpXq “ 0: it suffices to show rφ vanishes on a spanning set of X. And indeed,

rφppav ` bv1, wq ´ apv, wq ´ bpv1, wqq “ rφpav ` bv1, wq ´ arφpv, wq ´ brφpv1, wq

“ fpav ` bv1, wq ´ afppv, wqq ´ bfppv1, wqq

“ fppav ` bv1, wqq ´ afppv, wqq ´ bfppv1, wqq

“ 0.

and likewise for the other generators. Since rφpXq “ 0 (that is, X Ă ker rφ), rφ factors uniquely
through the desired K-linear φ by the universal property of the quotient.

Conversely, given a K-linear map φ : V bk W Ñ U , it is immediate that the map φ ˝ b is
bilinear (since lin˝bilin“bilin). The maps φ ÞÑ φ ˝ b, and the map sending f to its induced
map, are easily seen to define inverse isomorphisms of K-vector spaces. (The details are left
as an exercise.)

Proof of Lemma 9.14. Let teiuiPI and tfjujPJ be bases of V and W , respectively. We claim
tei b fjupi,jqPÎ J forms a basis for V bk W .
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• tei b fjupi,jqPÎ J is a spanning set: For any v P V , w P W , we can write v “
ř

iPI aiei
(where finitely many ai are nonzero), and likewise w “

ř

jPJ bjfj (where finitely many
ai are nonzero). Then

v b w “

´

ÿ

iPI
aiei

¯

b

´

ÿ

jPJ
bjfj

¯

“
ÿ

iPI
aipei b wq

“
ÿ

iPI
ai

´

ÿ

jPJ
bjpei b fjq

¯

“
ÿ

pi,jqPÎ J
aibjpei b fjq.

Any element of V bkW is a finite k-linear combination of simple tensors of the form vbw,
hence can be written as a linear combination of the above form. Thus tei b fjupi,jqPÎ J .

• tei b fjupi,jqPÎ J is a linearly independent set: Suppose there is a k-linear relation
ÿ

pi,jqPÎ J
cijpei b fjq “ 0 where finitely many cij are nonzero.

Suppose some ci0j0 ‰ 0. Then

ei0 b fj0 “
´1

ci0j0

ÿ

pi,jqPÎ J
pi,jq‰pi0,j0q

cijpei b fjq. (11.12.5)

Now define a k-bilinear map λ : V ˆW Ñ k by the unique k-bilinear extension of the function

Hpei, fjq “

#

1 if pi, jq “ pi0, j0q,

0 otherwise,

(Such an extension exists and is unique because teiuiPI and tfjujPJ are bases.) This assignment
induces a map HomkpV bkW,kq

–
ÝÑ BilinkpV ˆW,kq, so by the universal mapping property

in Theorem 9.10 there exists a unique φ P HomkpV bk W,kq such that H “ φ ˝ b. Applying
φ to Equation (11.12.5), we obtain φpei0 b fj0q “ 1. But for all pi, jq ‰ pi0, j0q we have
φpei b fjq “ Hpei, fjq “ 0, so

1 “ φpLHS of Equation (11.12.5)q “ φpRHS of Equation (11.12.5)q “ 0,

a contradiction.

Proof of Theorem 9.17. We have the commutative diagram

HomkpV b W,Uq HomkpV,HomkpW,Uqq

BilinkpV ˆW,Uq

–

Φ

Ψ

– »

with Φpfqpvqpwq “ fpv, wq for any f P BilinkpVˆW,Uq, v P V , and w P W and Ψpφqppv, wqq “

φpvqpwq, where pv, wq P V ˆW .

Proof of Corollary 9.26. ΛnT : ΛnV Ñ ΛnV is an endomorphism of a K-vector of rank 1,
hence is multiplication by a scalar. (This is intrinsic in the sense that no choice of basis of V
is needed.)

The determinant of a linear transformation is axiomatically characterized by being the unique
multilinear alternating function on the columns of an nˆn matrix (that is, det P AltnpV ˚, Kq

where V “ Kn is the space of column vectors & we picture V n as MnpKq such that detpIq “ 1).
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Fix a basis of V , so V “ Kn and EndKpV q “ MnpKq. For any A P MnpKq, define
DpAq “ ΛnA, that is, Ae1 ^ . . .^Aen “ DpAqe1 ^ . . .^ en. Then DpIq “ 1, and D is clearly
a multilinear function on the columns Ae1, . . . , Aen of A.

Solution to Exercise 10.1. Let P P SylppGq. Then PH{H P SylppG{Hq: indeed, rG{H :
PH{Hs “ rG : PHs | rG : P s is coprime to P , and PH{H – P {pP X Hq is a p-
group—combining these observations yields PH{H P SylppG{Hq.

The orbit of PH{H under the action of conjugation by G{H is (by the orbit-stabilizer theorem)
the index rG{H : StabG{HpPH{Hqs, which has cardinality |G{H| “ rG{H : StabG{HpPH{Hqs

and StabG{HpPH{Hq ą StabGpP qH{H (because if nPn´1 “ P , then for all h P H,
hnPHn´1h´1 “ hnPn´1Hh´1 “ hPH “ hHP “ HP “ PH, since H ◁G). Thus

SylppG{Hq “ rG{H : NG{HpPH{Hqs | rG{H : NGpP qH{Hs

“ rG : NGpP q ¨ Hs | rG : NGpP qs “ |SylppGq|,

as desired.

Solution to Exercise 10.2. Let S “ tmaximal proper subgroups of Gu. Recall G is not a
union of the conjugates of proper subgroups, so in particular G ‰

Ť

HPS H. Hence there
exists some g P G∖ p

Ť

HPS Hq.

Every element of a finite non-cyclic group is contained in a maximal proper subgroup, but all
maximal proper subgroups have the same size by our hypothesis (since they are all conjugate,
hence isomorphic to each other).

But this means g cannot be contained in some maximal proper subgroup (otherwise, it would
be in the chain

Ť

HPS H), so G cannot be non-cyclic.

Solution to Exercise 10.3. (ñ) Suppose M is finitely generated. Then there exists an R-
module surjection Rn Ñ M Ñ 0 for some n P Z. Since localization is exact, for all i,
the induced map Rn

fi Ñ Mfi is also a surjection, that is, Mfi is finitely generated as an
Rfi-module.

(ð) Suppose Mfi is finitely generated as an Rfi-module for each i. Thus, for each i, there
exists a finite set of generators tmi1, . . . ,miniu of Mfi , where each mij P M and ni P Zě1.
These generators can be expressed as

!

mij

friji

)ni

j“1
for Mfi , where rij P Z. We claim that

tmijuiPt1,...,ru,jPt1,...,niu

generates M as an R-module. Let m P M . Expressing m in terms of the generators of Mfi

(as an Rfi-module), we obtain a relation
ˆ

m ´
ÿni

j“1

aij
f riji

mij

˙

f tii “ 0 in M,

for some ti P Z and aij P R. Choosing N large enough, for all i, we have

fNi ¨ m P
ÿni

j“1
R ¨ mij pi “ 1, . . . , rq.
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Since pf1, . . . , frq “ R, it implies that pfN1 , . . . , f
N
r q “ R. The relation

řr
i“1 aifi “ 1 with

ai P R, raised to the Nth power, gives 1 P pfN1 , . . . , f
N
r q. Thus,

1 “
ÿr

i“1
bif

N
i for some bi P R.

Therefore,

m “
ÿr

i“1
bif

N
i ¨ m P

ÿr

i“1

ÿni

j“1
R ¨ mij,

and we conclude that tmiju iPt1,...,ru

jPt1,...,niu
generates M as an R-module.

Solution to Exercise 10.4. In a UFD, f P Drxs is primitive means Cpfq “ 1, where

Cpfq “
ź

principal
ppqPSpecpDq

pordppfq

where ordppfq “ mintordpajq | aj is a coefficient of fu, and ordppaq “ r such that a “ pr b
c

for b, c P D such that p | bc.

Now, suppose f and g are primitive. We claim that Cpfgq “ 1, which follows from
Gauss’ lemma. We have Cpfgq “

ś

prime
ppqPSpecpDq

pordpfgq, and ordppfgq “ mintordppckq |

ck is a coefficient of fgu. Coefficients of fg are ck “
ř

i`j“k aibj, so ordppckq “ r such
that

ÿ

i`j“k
aibj “ ck “ pr

b

c
where p ∤ bc.

As ordppaibjq “ 0 (since ordppaiq “ 0 and ordppbjq “ 0), and indeed, ordppaibjq “ r such that
aibj “ p0 b

c
p0 b

1

c1 “ p0 bb
1

cc1 and p ∤ c1c1. Thus, ordppckq “ 0, so ordppfgq “ 1 by arithmetic, hence
fg is primitive if f and g are primitive.

Alternate Solution to 10.4 (Exercise 10.4). fpxq is primitive if for all prime elements p P R,
p does not divide every coefficient of fpxq. Suppose

fpxq “ anx
n

` . . . ` a0 P Rrxs and gpxq “ bmx
m

` . . . ` b0 P Rrxs

are primitive. Let p P R be a prime element. Let r and s be the largest indices such that
p ∤ ar and p ∤ bs. Let

fpxq ¨ gpxq “
ÿm`n

i“0
cix

i.

Then

cr`s “
ÿ

i`j“r`s
ai ¨ bj “ ar ¨ bs ` T,

where T is a sum of terms ai ¨ bj such that i ą r or j ą s, hence p | T . As p is prime, p ∤ ar ¨ bs,
so p ∤ cr`s. We conclude that fpxq ¨ gpxq is primitive.

Solution to Exercise 10.5. We have A ¨adjpAq “ detpAq¨In. If A is invertible, then detpAq ‰

0, adjpAq is invertible, and rkpadjpAqq “ n.

Otherwise, if rkpAq ă n ´ 1, then all pn ´ 1qˆpn ´ 1q minors of A are 0, so adjpAq “ 0 and
has rank 0.
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If rkpAq “ n ´ 1, then adjpAq ‰ 0, so rkpadjpAqq ě 1. However, impadjpAqq Ă kerpAq, which
is 1-dimensional, so rkpadjpAqq “ 1.

Solution to Exercise 10.6. We have 245 “ 5 ¨ 72 ¨ n7pGq ” 1 pmod 7q and n7pGq | 5 (by
Sylow’s ), so n7pGq “ 1. Likewise, n5pGq ” 1 pmod 5q and n5pGq | 72, so n5pGq “ 1. By the
conjugacy of Sylow p-subgroups, the unique Sylow 5-subgroup P and Sylow 7-subgroup Q are
both normal in G. Since PXQ “ t1u (by Lagrange’s theorem), we have |P ¨Q| “ |P |¨|Q| “ |G|.
Then since both P,Q◁G, it follows that G – PˆQ.

Now, up to isomorphism, P is unique, P » C5, and for Q there are two possibilities:
Q » C49 or Q » C7ˆC7. So by Exercise 4.1 G is isomorphic to exactly one of the following:
C5ˆC49p“ C245q or C5ˆC7ˆC7.

Solution to Exercise 10.7. Let X be the finite set G{H of left cosets of H in G, and let
Ĝ act by g ¨ paHq “ gaH. This induces a group map α : G Ñ AutsetpXq with kernel
kerα “

Ş

aPX StabGpaHq “
Ş

aHPG aHa
´1 Ă H. Thus here α Ă H, so we only need to show

|G{α| ă 8. And indeed, G{α – imα ă SrG:Hs, and SrG:Hs is a finite group since rG : Hs is
finite, so |G{ kerα| ă 8.

Solution to Exercise 10.8. H “ R ‘ Ri ‘ Rj ‘ Rk with the unique associative R-algebra
structure such that R is central, i2 “ j2 “ k2 “ ´1, ij “ k, ji “ ´k. Define H φ

ÝÑ M2pCq

by the unique R-linear extension of 1 Ñ

ˆ

1 0
0 1

˙

, i Ñ

ˆ

i 0
0 ´i

˙

, j Ñ

ˆ

0 1
´1 0

˙

, and

k Ñ

ˆ

0 i
i 0

˙

. The images φpiq, φpjq, φpkq, φpRq satisfy the relations, so such a φ exists.

More formally, H is presented as the quotient of the non-commutative polynomial ring Rxi, jy
in two variables modulo the two-sided ideal generated by i2 ` 1, j2 ` 1, ij ` ji, and φ comes
from the universal mapping property of this quotient.

Solution to Exercise 10.9. (a) Let A “ pZ{6Zq and set e “ 3 in A. . Then e2 “ 32 “ 9 ”

3 pmod 6q “ e but e ‰ 0, 1.

(b) Suppose e2 “ e. Then p1´ eq2 “ 1´ 2e` e2 “ 1´ 2e` e “ 1´ e, so 1´ e is idempotent.

(c) For the reverse implication, take e “ p1, 0q P A1 ˆA2. For the forward implication,
suppose an element e P A satisfies. Then ep1 ´ eq “ e´ e2 “ 0, so because e and p1 ´ eq
are coprime (as 1 “ p1 ´ eq ` e, hence A “ peq ` p1 ´ eq) we have by the Chinese
remainder theorem that

A –
A

p0q
–

A

pep1 ´ eqq
“

A

peqp1 ´ eq
–

A

peq
ˆ

A

p1 ´ eq
,

which is a direct product of two nonzero rings.

Solution to Exercise 10.10. (a) The polynomial x7 ` 48x ´ 24 is a primitive polynomial
in Zrxs, so it is irreducible in Qrxs if it is irreducible in Zrxs (by Gauss’s lemma). By
Eisenstein’s criterion for p “ 3, it is irreducible in Zrxs. The same argument works to
prove irreducibility in Qpiqrxs, where Qpiq is the fraction field of Zris, and Cris is a UFD
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and 3 is a prime element in Zris (to prove 3 irreducible; if 3 “ αβ, then 9 “ Npαq ¨Npβq

where Npa`biq “ a2`b2, a, b P Z. Then either one of α, β is a unit or 3 “ Npαq “ Npβq;
but 3 “ a2 ` b2 has no integer solutions.)

(b) Let fpx, yq “ x3 ` y` y5 in Crx, ys. Then as a polynomial in pCrysqrxs, we have fpxq “

x3 ` a0, where a0 “ y ` y5. Then fpxq is irreducible in pFracpCrysqqrxs “ pCpyqqrxs;
a0 “ ypy ` 1qpy ´ 1qpy ` iqpy ´ iq satisfies for p – pyq that a0 P p and a0 R p2, and then
applying Eisenstein.
In addition, Crys is a UFD (since C is), so by Gauss’s lemma the irreducibles of Crys

are the irreducibles of C together with the irreducibles of pFracpCrysqqrxs “ Cpyqrxs

that are prime as elements of Crysrxs; so, since gpxq “ x4 ` a0 is certainly primitive as
an element of pCrysqrxs, we conclude it is irreducible in Crx, ys.

Solution to Exercise 10.11. (a) Q is not finitely generated, since for all x1, . . . , xn P Q,
řn
i“1 Zxi only contains elements α with ordppαq ě 0 for all primes p such that ordppxiq ě

0 for all i, which is all but finitely many p. Q is torsion-free (as Q is a domain containing
Z as a subring), and Q is not free because if Q “

À

iPI Zxi for some set I and rational
numbers xi (that is, for xi P Q), then we see |I| “ 1 since any two xi, xj satisfy
axi ` bxj “ 0 for some a, b P Zzt0u (namely, if xi “ ai{bi and xj “ aj{bj, then
bjaixi ´ biajxj “ 0 works if xixj ‰ 0). But clearly Q ‰ Zx for some x (since Q is not
finitely generated).

(b) Q{Z is not finitely generated (similar to (a)), is not torsion-free (2 ¨ 1
2

“ 0), and is not
free (since it is not torsion-free).

(c) Let ω “ p´1 `
?

´3q{2. Note ω2 ` ω ` 1 “ 0 (ω3 “ 1, ω ‰ 1). Zrωs “

t
řN
n“0 anω

n | an P Zu. Since ω2 “ ´ω ´ 1, any
řN
n“0 anω

n equals a ` bω for some
a, b P Z, so Zrωs is finitely generated and free with basis t1, ωu. (The freeness follows
since a ` bω “ 0 ñ a “ 0 and b “ 0 by consideration of real and imaginary parts,
or since Zrxs{px2 ` 1q is free with basis t1, xu.) So, Zrωs is torsion-free because it is
free.

Solution to Exercise 10.12. Let A be a PID. We will show that the primary ideals of A are
precisely p0q and mn for any m P MaxpAq and n P Zě1.

Let q be a primary ideal. Then
?
q is prime, so (since A is a PID) it is either p0q or a maximal

ideal m. If
?
q “ p0q, then q “ p0q. If

?
q “ m is maximal, then

?
q “ ppq for a nonzero

prime element p P A (again, since A is a PID). In this situation, pn P q, and we may assume
pn P q but pn´1 R q. Then q “ ppnq. Since q “ pyq for some y P A, we have pn “ yˆx for
some x P A. By unique factorization, y “ pk for some k ď n. Since pn´1 R q, in fact k “ n.

On the other hand, p0q is prime, hence primary, and we have seen that mn is primary for any
maximal ideal m.

Solution to Exercise 10.13. Conjugacy classes on Mnpkq correspond to 𝒞q1 ‘¨ ¨ ¨‘𝒞qs where
qi is as in the structure theorem and 𝒞qi is the companion matrix of qi for all i P t1, . . . , su
and

řs
i“1 deg qi “ 2. We may assume the qi’s are monic since the qis are unique up to units

(that is, since the chain pq1q Ą pq2q Ą ¨ ¨ ¨ Ą pqsq is what is unique in the structure theorem).
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And we need conjugacy classes in GL2pZ{ppqq (not M2pZ{ppqq), so the 𝒞qi must each be
invertible, or equivalently the qis must have nonzero constant term. This gives two cases:

• s “ 1: q1pxq “ x2 ` ax ` b where a P Z{ppq, b P Z{ppq ∖ t0u. There are exactly ppp ´ 1q

ways to have this.

• s “ 2: q1pxq “ x ´ a, q2pxq “ x ´ b, q1 | q2 ñ a “ b, and here a P Z{ppq ∖ t0u. There
are exactly p ´ 1 ways to have this.

Thus, there are exactly ppp ´ 1q ` pp ´ 1q “ p2 ´ 1 conjugacy classes in GL2pZ{ppqq.

Solution to Exercise 10.14. (ð) Suppose gcdpa1, . . . , anq “ 1. Then Z{Zv is torsion-free:
suppose instead there exists w P Zn∖ t0u and some k P Z∖ t0u such that kpw`Zvq “ 0`Zr.
Without loss of generality, we may assume k is a prime p. Then pw “ cZ for some c P Z,
so either p divides aj for all j or p divides c. If p divides c, then w “ c1v for some d P Z,
contradicting w R Z so p divides aj for all j. But then p ∤ gcdpa1, . . . , anq “ 1, contradicting
our hypothesis. Thus Z{Zv is torsion-free.

Now Zn{Zv is torsion-free, hence free. Then, by Exercise 11.5 (since π is a surjection in
the short exact sequence 0 Ñ Zv Ñ Zn Ñ Zn{Zv Ñ 0 and Zn{Zv is free), the short exact
sequence splits, so Zn – Zv ‘ Zn{Zv.

As Zn{Zv is a free submodule of the free module Zn, we can choose a basis B for Zn{Zv.
Then tvu Y B is a basis for Zv ‘ pZn{Zvq – Zn, as desired.

(ñ) Conversely, suppose for a contradiction we can extend v to a basis pv1, w2, . . . , wnq of
Zn but that gcdpa1, a2, . . . , anq “ d ą 1. Then Zn – Zv ‘ Zw1 ‘ ¨ ¨ ¨ ‘ Zwn, so Zn{Zv –

Zw1 ‘ ¨ ¨ ¨ ‘Zwn is free, hence torsion-free. But gcdpa1, . . . , anq “ d ą 1, so 1
d

¨ v ‰ 0 in Z{Zv.
Thus 1

d
v is a nonzero torsion element of Z{Zv, a contradiction.

Solution to Exercise 10.15. (a) Since Q◁P , P acts on Q by conjugation, yielding a group
homomorphism α : P Ñ AutpCpq – pZ{pZqˆ. By Lagrange’s theorem, αpP q “ t1u.

(b) Let P “ Cp2 ¸α Cp, where the homomorphism α : Cp Ñ AutGrppCp2q – pZ{p2Zqˆ giving
the conjugation sends a generator of Cp to an element of order p. (Such a p exists by
Sylow I).

Solution to Exercise 10.16. (a) M “ N`JpAq ¨M . Then M{N “ JpAq ¨M{N (and M{N
is again a finitely generated R-module with generators the equivalence classes of the
original finite generating set of M), so by Nakayama M{N “ 0, that is, M “ N .

(b) Consider mA ¨ B Ă mB. Since B is Noetherian, we have mB “ mA ¨ B ` mB ¨ mB. By
part (a), mA ¨B “ mB ¨B. Since B is a finitely generated A-module, we can conclude
N “ M , where φpAq “ B. Hence φ is surjective.

Solution to Exercise 10.17. As M is finitely generated, we can write M “ Am1 ` ¨ ¨ ¨ `Amn

for some n P Zě1 and some m1, . . . ,mn P M .

(Ă) First suppose p P V pAnnApMqq, that is, p Ą AnnApMq. Now suppose for a contradiction
Mp “ 0. Then for each i there exists si P A ∖ p such that simi “ 0. Then for
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s “ s1s2 ¨ ¨ ¨ sn, we have smi “ 0 for all i, so sM “ 0. But s is also in A ∖ p since
A∖ p is multiplicatively closed, so s P AnnApMq Ă p, a contradiction. Thus Mp ‰ 0, so
p P suppM .

(Ą) Conversely, suppose p P suppM , that is, Mp ‰ 0. Then there exists m P M such that
sm ‰ 0 for all s P A∖ p, that is, A∖ p X AnnApMq “ ∅, hence AnnApMq Ă p.

Solution to Exercise 10.18. (a) Let A be a PID and let I1 Ă I2 Ă . . . be an ascending
chain of ideals. Then I “

Ť

nPZě1
In is an ideal (as a union of an increasing chain of

ideals), and I “ pxq for some x P In since A is a PID. By definition of I, this means
In “ pxq for some n P Zě1. Then In “ In`1 “ ¨ ¨ ¨ , so every ascending chain of ideals
stabilizes. Thus A is Noetherian.

(b) If A is a field, then every ideal is p0q or A, so A is Artinian (since the descendng
chain condition is clear—the only possible descending chains are p0q Ą p0q Ą ¨ ¨ ¨ and
A Ą p0q Ą p0q Ą ¨ ¨ ¨ , which trivially stabilize). Conversely, assume A is an Artinian
integral domain. Then for any nonzero a P A,

paq Ą pa2q Ą pa3q Ą ¨ ¨ ¨

stabilizes, so panq “ pan`1q for some n P Zě1. But this means there exists b P A such
that an “ ban`1, so anp1 ´ baq “ 0. But then an “ 0 or 1 ´ ba “ 0. Since an ‰ 0 (as A
is an integral domain), 1 “ ba, that is, a is a unit. Thus A is a field.
Alternatively, one could apply Lemma 5.32 (If M is a Noetherian A-module and an
A-module homomorphism f : M Ñ M is injective, then f is an isomorphism), which is
the Artinian analog of Exercise 10.5.

Solution to Exercise 10.19. (a) By the structure theorem for finitely generated modules
over a PID (in this case Krxs), conjugacy classes of M3pKq correspond to s P Zě1

together with monic q1pxq | q2pxq | ¨ ¨ ¨ | qspxq such that
řs
i“1 degpqipxqq. Using that

mT pxq “ qspxq and pT pxq “ q1pxqq2pxq ¨ ¨ ¨ qspxq, restraints force three cases:
– If mT is a cubic then s “ 1 and q1 “ mT , thus determining the conjugacy class.

– If mT is quadratic then s “ 2, q1 “ pT {q2, and q2 “ mT , thus determining the
conjugacy class.

– If s “ 3 then mT “ q1 “ q2 “ q3, thus determining the conjugacy class.

(b) Consider the following matrices corresponding to conjugacy classes in the case
dimKpV q “ 4:

¨

˚

˚

˝

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

˛

‹

‹

‚

and

¨

˚

˚

˝

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

˛

‹

‹

‚

.

These matrices have the same mT and pT (x2 and x4, respectively), but are not conjugate
since (in the notation of part (a)) the left matrix has s “ 3 elementary factors (x, x, x2),
while the right matrix has s “ 2 elementary factors (x2, x2).
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